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PREFACE 

A ny book called How the Mind Works had better begin on a note 
of humility, and I will begin with two. 
First, we don't understand how the mind works—not nearly as 

well as we understand how the body works, and certainly not well 
enough to design Utopia or to cure unhappiness. Then why the auda
cious title? The linguist Noam Chomsky once suggested that our igno
rance can be divided into problems and mysteries. When we face a 
problem, we may not know its solution, but we have insight, increasing 
knowledge, and an inkling of what we are looking for. When we face a 
mystery, however, we can only stare in wonder and bewilderment, not 
knowing what an explanation would even look like. I wrote this book 
because dozens of mysteries of the mind, from mental images to roman
tic love, have recently been upgraded to problems (though there are still 
some mysteries, too!). Every idea in the book may turn out to be wrong, 
but that would be progress, because our old ideas were too vapid to be 
wrong. 

Second, J have not discovered what we do know about how the mind 
works. Few of the ideas in the pages to follow are mine. I have selected, 
from many disciplines, theories that strike me as offering a special 
insight into our thoughts and feelings, that fit the facts and predict new 
ones, and that are consistent in their content and in their style of expla
nation. My goal was to weave the ideas into a cohesive picture using two 
even bigger ideas that are not mine: the computational theory of mind 
and the theory of the natural selection of replicators. 

ix 
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The opening chapter presents the big picture: that the mind is a sys
tem of organs of computation designed by natural selection to solve the 
problems faced by our evolutionary ancestors in their foraging way of life. 
Each of the two big ideas—computation and evolution—then gets a 
chapter. I dissect the major faculties of the mind in chapters on percep
tion, reasoning, emotion, and social relations (family, loverS, rivals, 
friends, acquaintances, allies, enemies). A final chapter discusses our 
higher callings: art, music, literature, humor, religion, and philosophy. 
There is no chapter on language; my previous book The Language 
Instinct covers the topic in a complementary way. 

This book is intended for anyone who is curious about how the mind 
works. I didn't write it only for professors and students, but I also didn't 
write it only to "popularize science." I am hoping that scholars and general 
readers both might profit from a bird's-eye view of the mind and how it 
enters into human affairs. At this high altitude there is little difference 
between a specialist and a thoughtful layperson because nowadays we spe
cialists cannot be more than laypeople in most of our own disciplines, let 
alone neighboring ones. I have not given comprehensive literature reviews 
or an airing of all sides to every debate, because they would have made the 
book unreadable, indeed, unliftable. My conclusions come from assess
ments-of the convergence of evidence from different fields and methods, 
and I have provided detailed citations so readers can follow them Up. 

I have intellectual debts to many teachers, students, and colleagues, 
but most of all to John Tooby and Leda Cosmides. They forged the syn
thesis between evolution and psychology that made this book possible, 
and thought up many of the theories I present (and many of the better 
jokes). By inviting me to spend a year as a Fellow of the Center for Evo
lutionary Psychology at the University of California, Santa Barbara, they 
provided an ideal environment for thinking and writing and immeasur
able friendship and advice. 

I am deeply grateful to Michael Gazzaniga, Marc Hauser, David Kem-
merer, Gary Marcus, John Tooby, and Margo Wilson for their relading of 
the entire manuscript and their invaluable criticism and encouragement. 
Other colleagues generously commented on chapters in their areas of 
expertise: Edward Adelson, Barton Anderson, Simon Baron-Cohien, Ned 
Block, Paul Bloom, David Brainard, David Buss, John Constable, Leda 
Cosmides, Helena Cronin, Dan Dennett, David Epstein, Alan Fridlund, 
Gerd Gigerenzer, Judith Harris, Richard Held, Ray Jackendoff, Alex 
Kacelnik, Stephen Kosslyn, Jack Loomis, Charles Oman, Bernard Sher-
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man, Paul Smolensky, Elizabeth Spelke, Frank Sulloway, Donald 
Symons, and Michael Tarr. Many others answered queries and offered 
profitable suggestions, including Robert Boyd, Donald Brown, Napoleon 
Chagnon, Martin Daly, Richard Dawkins, Robert Hadley, James Hillen
brand, Don Hoffman, Kelly Olguin Jaakola, Timothy Ketelaar, Robert 
Kurzban, Dan Montello, Alex Pentland, Roslyn Pinker, Robert Provine, 
Whitman Richards, Daniel Schacter, Devendra Singh, Pawan Sinha, 
Christopher Tyler, Jeremy Wolfe, and Robert Wright. 

This book is a product of the stimulating environments at two institu
tions, the Massachusetts Institute of Technology and the University of 
California, Santa Barbara. Special thanks go to Emilio Bizzi of the 
Department of Brain and Cognitive Sciences at MIT for enabling me to 
take a sabbatical leave, and to Loy Lytle and Aaron Ettenberg of the 
Department of Psychology and to Patricia Clancy and Marianne Mithun 
of the Department of Linguistics at UCSB for inviting me to be a Visit
ing Scholar in their departments. 

Patricia Claffey of MIT's Teuber Library knows everything, or at least 
knows where to find it, which is just as good. I am grateful for her inde
fatigable efforts to track down the obscurest material with swiftness and 
good humor. My secretary, the well-named Eleanor Bonsaint, offered 
professional, cheerful help in countless matters. Thanks go also to Mari
anne Teuber and to Sabrina Detmar and Jennifer Riddell of MIT's List 
Visual Arts Center for advice on the jacket art. 

My editors, Drake McFeely (Norton), Howard Boyer (now at the 
University of California Press), Stefan McGrath (Penguin), and Ravi 
Mirchandani (now at Orion), offered fine advice and care throughout. I 
am also grateful to my agents, John Brockman and Katinka Matson, for 
their efforts on my behalf and their dedication to science writing. Special 
appreciation goes to Katya Rice, who has now worked with me on four 
books over fourteen years. Her analytical eye and masterly touch have 
improved the books and have taught me much about clarity and style. 

My heartfelt gratitude goes to my family for their encouragement and 
suggestions: to Harry, Roslyn, Robert, and Susan Pinker, Martin, Eva, 
Carl, and Eric Boodman, Saroja Subbiah, and Stan Adams. Thanks, too, 
to Windsor, Wilfred, and Fiona. 

Greatest thanks of all go to my wife, Ilavenil Subbiah, who designed 
the figures, provided invaluable comments on the manuscript, offered 
constant advice, support, and kindness, and shared in the adventure. 
This book is dedicated to her, with love and gratitude. 
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STANDARD EQUIPMENT 

hy are there so many robots in fiction, but none in real life? I 
would pay a lot for a robot that could put away the dishes or 
run simple errands. But I will not have the opportunity in 

this century, and probably not in the next one either. There are, of course, 
robots that weld or spray-paint on assembly lines and that roll through 
laboratory hallways; my question is about the machines that walk, talk, 
see, and think, often better than their human masters. Since 1920, when 
Karel Capek coined the word robot in his play R.U.R., dramatists have 
freely conjured them up: Speedy, Cutie, and Dave in Isaac Asimov's I, 
Robot, Robbie in Forbidden Planet, the flailing canister in Lost in Space, 
the daleks in Dr. Who, Rosie the Maid in Thejetsons, Nomad in Star Trek, 
Hymie in Get Smart, the vacant butlers and bickering haberdashers in 
Sleeper, R2D2 and C3PO in Star Wars, the Terminator in The Terminator, 
Lieutenant Commander Data in Star Trek: The Next Generation, and the 
wisecracking film critics in Mystery Science Theater 3000. 

This book is not about robots; it is about the human mind. I will try to 
explain what the mind is, where it came from, and how it lets us see, 
think, feel, interact, and pursue higher callings like art, religion, and phi
losophy. On the way I will try to throw light on distinctively human 
quirks. Why do memories fade? How does makeup change the look of a 
face? Where do ethnic stereotypes come from, and when are they irra
tional? Why do people lose their tempers? What makes children bratty? 
Why do fools fall in love? What makes us laugh? And why do people 
believe in ghosts and spirits? 

3 
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But the gap between robots in imagination and in reality is my start
ing point, for it shows the first step we must take in knowing Ourselves: 
appreciating the fantastically complex design behind feats of mental life 
we take for granted. The reason there are no humanlike robots is not that 
the very idea of a mechanical mind is misguided. It is that the engineer
ing problems that we humans solve as we see and walk and plan and 
make it through the day are far more challenging than landing on the 
moon or sequencing the human genome. Nature, once again, has found 
ingenious solutions that human engineers cannot yet duplicate. When 
Hamlet says, "What a piece of work is a man! how noble in reason! how 
infinite in faculty! in form and moving how express and admirable!" we 
should direct our awe not at Shakespeare or Mozart or Einstein or 
Kareem Abdul-Jabbar but at a four-year old carrying out a request to put 
a toy on a shelf. 

In a well-designed system, the components are black boxes that per
form their functions as if by magic. That is no less true of the mind. The 
faculty with which we ponder the world has no ability to peer inside 
itself or our other faculties to see what makes them tick. That makes us 
the victims of an illusion: that our own psychology comes from some 
divine force or mysterious essence or almighty principle. In the Jewish 
legend of the Golem, a clay figure was animated when it was fed an 
inscription of the name of God. The archetype is echoed in many robot 
stories. The statue of Galatea was brought to life by Venus' answer to 
Pygmalion's prayers; Pinocchio was vivified by the Blue Fairy. Modern 
versions of the Golem archetype appear in some of the less fanciful sto
ries of science. All of human psychology is said to be explained by a sin
gle, omnipotent cause: a large brain, culture, language, socialization, 
learning, complexity, self-organization, neural-network dynamics. 

I want to convince you that our minds are not animated, by some 
godly vapor or single wonder principle. The mind, like the Apollo space
craft, is designed to solve many engineering problems, and thus is 
packed with high-tech systems each contrived to overcome its own 
obstacles. I begin by laying out these problems, which are both design 
specs for a robot and the subject matter of psychology. For I bejlieve that 
the discovery by cognitive science and artificial intelligence of the tech
nical challenges overcome by our mundane mental activity is one of the 
great revelations of science, an awakening of the imagination colmparable 
to learning that the universe is made up of billions of galaxies) or that a 
drop of pond water teems with microscopic life. 
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T H E R O B O T C H A L L E N G E 

What does it take to build a robot? Let's put aside superhuman abilities 
like calculating planetary orbits and begin with the simple human ones: 
seeing, walking, grasping, thinking about objects and people, and plan
ning how to act. 

In movies we are often shown a scene from a robot's-eye view, with 
the help of cinematic conventions like fish-eye distortion or crosshairs. 
That is fine for us, the audience, who already have functioning eyes and 
brains. But it is no help to the robot's innards. The robot does not house 
an audience of little people—homunculi—gazing at the picture and 
telling the robot what they are seeing. If you could see the world through 
a robot's eyes, it would look not like a movie picture decorated with 
crosshairs but something like this: 
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Each number represents the brightness of one of the millions of tiny 
patches making up the visual field. The smaller numbers come from 
darker patches, the larger numbers from brighter patches. The numbers 
shown in the array are the actual signals coming from an electronic cam
era trained on a person's hand, though they could just as well be the fir
ing rates of some of the nerve fibers coming from the eye to the brain as 
a person looks at a hand. Vox a robot hrain—or a human brain-—to recog
nize objects and not bump into them, it must crunch these numbers and 
guess what kinds of objects in the world reflected the iight that gave rise 
to them. The problem is humblingly difficult. 

First, a visual system must locate where an object ends and the back
drop begins. But the world is not a coloring book, with black outlines 
around solid regions. The world as it is projected into our eyes is a mosaic 
of tiny shaded patches. Perhaps, one could guess, the visual brain looks for 
regions where a quilt of large numbers (a brighter region) abuts a quilt of 
small numbers (a darker region). You can discern such a boundary in the 
square of numbers; it runs diagonally from the top right to the bottom cen
ter. Most of the time, unfortunately, you would not have found the edge of 
an object, where it gives way to empty space. The juxtaposition of large and 
small numbers could have come from many distinct arrangements of mat
ter. This drawing, devised by the psychologists Pawan Sinha and Edward 
Adelson, appears to show a ring of light gray and dark gray tiles. 
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In fact, it is a rectangular cutout in a black cover through which you are 
looking at part of a scene. In the next drawing the cover has been 
removed, and you can see that each pair of side-by-side gray squares 
comes from a different arrangement of objects. 

Big numbers next to small numbers can come from an object standing 
in front of another object, dark paper lying on light paper, a surface 
painted two shades of gray, two objects touching side by side, gray cello
phane on a white page, an inside or outside comer where two walls 
meet, or a shadow. Somehow the brain must solve the chic ken-and-egg 
problem of identifying three-dimensional objects from the patches on 
the retina and determining what each patch is (shadow or paint, crease 
or overlay, clear or opaque) from knowledge of what object the patch is 
part of. 

The difficulties have just begun. Once we have carved the visual 
world into objects, we need to know what they are made of, say, snow 
versus coal. At first glance the problem looks simple. If large numbers 
come from bright regions and small numbers come from dark regions, 
then large number equals white equals snow and small number equals 
black equals coal, right? Wrong. The amount of light hitting a spot on 
the retina depends not only on how pale or dark the object is but also on 
how bright or dim the light illuminating the object is. A photographer's 
light meter would show you that more light bounces off a lump of coal 
outdoors than off a snowball indoors. That is why people are so often dis
appointed by their snapshots and why photography is such a complicated 
craft. The camera does not lie; left to its own devices, it renders outdoor 
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scenes as milk and indoor scenes as mud. Photographers, and sometimes 
microchips inside the camera, coax a realistic image out of the film with 
tricks like adjustable shutter timing, lens apertures, film speeds, flashes, 
and darkroom manipulations. 

Our visual system does much better. Somehow it lets Us see the 
bright outdoor coal as black and the dark indoor snowball as white. That 
is a happy outcome, because our conscious sensation of color and light
ness matches the world as it is rather than the world as it presents itself 
to the eye. The snowball is soft and wet and prone to melt whether it is 
indoors or out, and we see it as white whether it is indoors or out. The 
coal is always hard and dirty and prone to burn, and we always see it as 
black. The harmony between how the world looks and how the world is 
must be an achievement of our neural wizardry, because black and white 
don't simply announce themselves on the retina. In case you are still 
skeptical, here is an everyday demonstration. When a television set is off, 
the screen is a pale greenish gray. When it is on, some of the phosphor 
dots give off light, painting in the bright areas of the picture. But the 
other dots do not suck light and paint in the dark areas; they just stay 
gray. The areas that you see as black are in fact just the pale shade of the 
picture tube when the set was off. The blackness is a figment, a product 
of the brain circuitry that ordinarily allows you to see coal as coal. Televi
sion engineers exploited that circuitry when they designed the screen. 

The next problem is seeing in depth. Our eyes squash the three-
dimensional world into a pair of two-dimensional retinal images, and the 
third dimension must be reconstituted by the brain. But there are no 
telltale signs in the patches on the retina that reveal how far away a sur
face is. A stamp in your palm can project the same square on your retina 
as a chair across the room or a building miles away (first drawing, page 
9). A cutting board viewed head-on can project the same trapezoid as 
various irregular shards held at a slant (second drawing, page 9|). 

You can feel the force of this fact of geometry, and of the neural 
mechanism that copes with it, by staring at a lightbulb for a few seconds 
or looking at a camera as the flash goes off, which temporarily bleaches a 
patch onto your retina. If you now look at the page in front of you, the 
afterimage adheres to it and appears to be an inch or two across. If you 
look up at the wall, the afterimage appears several feet long. If you look 
at the sky, it is the size of a cloud. 

Finally, how might a vision module recognize the objects out there in 
the world, so that the robot can name them or recall what they do? The 
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obvious solution is to build a template or cutout for each object that 
duplicates its shape. When an object appears, its projection on the retina 
would fit its own template like a round peg in a round hole. The template 
would be labeled with the name of the shape—in this case, "the letter 
P"—and whenever a shape matches it, the template announces the name: 

"Yes" "No" 

'C,r'' '.ff Detector 

Alas, this simple device malfunctions in both possible ways. It sees P's 
that aren't there; for example, it gives a false alarm to the R shown in the 
first square below. And it fails to see P's that are there; for example, it 
misses the letter when it is shifted, tilted, slanted, too far, too near, or too 
fancy: 

P 2> 
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And these problems arise with a nice, crisp letter of the alphabet. 
Imagine trying to design a recognizer for a shirt, or a face! To be sure, 
after four decades of research in artificial intelligence, the technology of 
shape recognition has improved. You may own software that scans in a 
page, recognizes the printing, and converts it with reasonable accuracy to 
a file of bytes. But artificial shape recognizers are still no match for the 
ones in our heads. The artificial ones are designed for pristine, easy-to-
recognize worlds and not the squishy, jumbled real world. The funny 
numbers at the bottom of checks were carefully drafted to have shapes 
that don't overlap and are printed with special equipment that positions 
them exactly so that they can be recognized by templates. When the first 
face recognizers are installed in buildings to replace doormen* they will 
not even try to interpret the chiaroscuro of your face but will scan in the 
hard-edged, rigid contours of your iris or your retinal blood vessels. Our 
brains, in contrast, keep a record of the shape of every face we know 
(and every letter, animal, tool, and so on), and the record is somehow 
matched with a retinal image even when the image is distorted! in all the 
ways we have been examining. In Chapter 4 we will explore how the 
brain accomplishes this magnificent feat. 

Let's take a look at another everyday miracle: getting a body frojjfplace to 
place. When we want a machine to move, we put it on whee&f The inven
tion of the wheel is often held up as the proudest accomplishment of civ
ilization. Many textbooks point out that no animal h^sevolved wheels and 
cite the fact as an example of how evolution is often incapable of finding 
the optimal solution to an engineering problem. But it is not a good exam
ple at all. Even if nature could have evolyecl a moose on wheels, it surely 
would have opted not to. Wheels are^good only in a world with toads and 
rails. They bog down in any terraiivfhat is soft, slippery, steep, or uneven. 
Legs are better. Wheels have to '̂roll along an unbroken supporting ridge, 
but legs can be placed on a series of separate footholds, an extretne exam
ple being a ladder. Legs can also be placed to minimize lurching and to 
step over obstacles. Eveji today, when it seems as if the world has become 
a parking lot, only about half of the earth's land is accessible to vehicles 
with wheels or tracks, but most of die earth's land is accessible to vehicles with 
feet: animals, the vehicles designed by natural selection. 
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But legs come with a high price: the software to control them. A 
wheel, merely by turning, changes its point of support gradually and can 
bear weight the whole time. A leg has to change its point of support all at 
once, and the weight has to be unloaded to do so. The motors controlling 
a leg have to alternate between keeping the foot on the ground while it 
bears and propels the load and taking the load off to make the leg free to 
move. All the while they have to keep the center of gravity of the body 
within the polygon defined by the feet so the body doesn't topple over. 
The controllers also must minimize the wasteful up-and-down motion 
that is the bane of horseback riders. In walking windup toys, these prob
lems are crudely solved by a mechanical linkage that converts a rotating 
shaft into a stepping motion. But the toys cannot adjust to the terrain by 
finding the best footholds. 

Even if we solved these problems, we would have figured out only how 
to control a walking insect. With six legs, an insect can always keep one 
tripod on the ground while it lifts the other tripod. At any instant, it is sta
ble. Even four-legged beasts, when they aren't moving too quickly, can 
keep a tripod on the ground at all times. But as one engineer has put it, 
"the upright two-footed locomotion of the human being seems almost a 
recipe for disaster in itself, and demands a remarkable control to make it 
practicable." When we walk, we repeatedly tip over and break our fall in 
the nick of time. When we run, we take off in bursts of flight. These aero
batics allow us to plant our feet on widely or erratically spaced footholds 
that would not prop us up at rest, and to squeeze along narrow paths and 
jump over obstacles. But no one has yet figured out how we do it. 

Controlling an arm presents a new challenge. Grab the shade of an 
architect's lamp and move it along a straight diagonal path from near you, 
low on the left, to far from you, high on the right. Look at the rods and 
hinges as the lamp moves. Though the shade proceeds along a straight 
line, each rod swings through a complicated arc, swooping rapidly at 
times, remaining almost stationary at other times, sometimes reversing 
from a bending to a straightening motion. Now imagine having to do it 
in reverse: without looking at the shade, you must choreograph the 
sequence of twists around each joint that would send the shade along a 
straight path. The trigonometry is frightfully complicated. But your arm 
is an architect's lamp, and your brain effortlessly solves the equations 
every time you point. And if you have ever held an architect's lamp by its 
clamp, you will appreciate that the problem is even harder than what I 
have described. The lamp flails under its weight as if it had a mind of its 
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own; so would your arm if your brain did not compensate for its weight, 

solving a near-intractable physics problem. I 

A still more remarkable feat is controlling the hand. Nearly1 two thou

sand years ago, the Greek physician Galen pointed out the exquisite 

natural engineering behind the human hand. It is a single tool that 

manipulates objects of an astonishing range of sizes, shapes, and 

weights, from a log to a millet seed. "Man handles them all," Galen 

noted, "as well as if his hands had been made for the sake of each one of 

them alone." The hand can be configured into a hook grip (to lift a pail), 

a scissors grip (to hold a cigarette), a five-jaw chuck (to lift a coaster), a 

three-jaw chuck (to hold a pencil), a two-jaw pad-to-pad chuck (to 

thread a needle), a two-jaw pad-to-side chuck (to turn a key), a squeeze 

grip (to hold a hammer), a disc grip (to open a jar), and a spherical grip 

(to hold a ball). Each grip needs a precise combination of muscle ten

sions that mold the hand into the right shape and keep it there as the 

load tries to bend it back. Think of lifting a milk carton. Too loose a 

grasp, and you drop it; too tight, and you crush it; and with some gentle 

rocking, you can even use the tugging on your fingertips as a gauge of 

how much milk is inside! And I won't even begin to talk about the 

tongue, a boneless water balloon controlled only by squeezing, which 

can loosen food from a back tooth or perform the ballet that articulates 

words like thrilling and sixths. I 

common man marvels at uncommon things; a wise man marvels at 
the commonplace." Keeping Confucius' dictum in mind, let's continue to 
look at commonplace human acts with the fresh eye of a robot designer 
seeking to duplicate them. Pretend that we have somehow built a robot 
that can see and move. What will it do with what it sees? How should it 
decide how to act? 

An intelligent being cannot treat every object it sees as a unique 
entity unlike anything else in the universe. It has to put objects in cate
gories so that it may apply its hard-won knowledge about similar objects, 
encountered in the past, to the object at hand. 

But whenever one tries to program a set of criteria to capture the 
members of a category, the category disintegrates. Leaving aside slippery 
concepts like "beauty" or "dialectical materialism," let's look at a textbook 
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example of a well-defined one: "bachelor." A bachelor, of course, is sim

ply an adult human male who has never been married. But now imagine 

that a friend asks you to invite some bachelors to her party. What would 

happen if you used the definition to decide which of the following peo

ple to invite? 

Arthur has been living happily with Alice for the last five years. They have 
a two-year-old daughter and have never officially married. 

Bruce was going to be drafted, so he arranged with his friend Barbara to 
have a justice of the peace marry them so he would be exempt. They 
have never lived together. He dates a number of women, and plans to 
have the marriage annulled as soon as he finds someone he wants to 
marry. 

Charlie is 17 years old. He lives at home with his parents and is in high 
school. 

David is 17 years old. He left home at 13, started a small business, and is 
now a successful young entrepreneur leading a playboy's lifestyle in his 
penthouse apartment. 

Eli and Edgar are homosexual lovers who have been living together for 
many years. 

Faisal is allowed by the law of his native Abu Dhabi to have three wives. 
He currently has two and is interested in meeting another potential 
fiancee. 

Father Gregory is the bishop of the Catholic cathedral at Groton upon 
Thames. 

The list, which comes from the computer scientist Terry Winograd, 
shows that the straightforward definition of "bachelor" does not capture 
our intuitions about who fits the category. 

Knowing who is a bachelor is just common sense, but there's nothing 
common about common sense. Somehow it must find its way into a 
human or robot brain. And common sense is not simply an almanac 
about life that can be dictated by a teacher or downloaded like an enor : 

mous database. No database could list all the facts we tacitly know, and 
no one ever taught them to us. You know that when Irving puts the dog in 
the car, it is no longer in the yard. When Edna goes to church, her head 
goes with her. If Doug is in the house, he must have gone in through 
some opening unless he was born there and never left. If Sheila is alive 
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at 9 A.M. and is alive at 5 P.M., she was also alive at noon. Zebras in the 
wild never wear underwear. Opening a jar of a new brand of peanut but
ter will not vaporize the house. People never shove meat thermometers 
in their ears. A gerbil is smaller than Mt. Kilimanjaro. 

An intelligent system, then, cannot be stuffed with trillions of facts. 
It must be equipped with a smaller list of core truths and a set of rules to 
deduce their implications. But the rules of common sense, like the cate
gories of common sense, are frustratingly hard to set down. Eventhe most 
straightforward ones fail to capture our everyday reasoning. Mavis lives in 
Chicago and has a son named Fred, and Millie lives in Chicago and has a 
son named Fred. But whereas the Chicago that Mavis lives in is the same 
Chicago that Millie lives in, the Fred who is Mavis' son is not the same 
Fred who is Millie's son. If there's a bag in your car, and a gallon of milk 
in the bag, there is a gallon of milk in your car. But if there's a person in 
your car, and a gallon of blood in a person, it would be strange to con
clude that there is a gallon of blood in your car. 

Even if you were to craft a set of rules that derived only sensible con
clusions, it is no easy matter to use them all to guide behavior intelli
gently. Clearly a thinker cannot apply just one rule at a time. A match 
gives light; a saw cuts wood; a locked door is opened with a key. But we 
laugh at the man who lights a match to peer into a fuel tank, who saws off 
the limb he is sitting on, or who locks his keys in the car and spends the 
next hour wondering how to get his family out. A thinker has to compute 
not just the direct effects of an action but the side effects as well. 

But a thinker cannot crank out predictions about all the side effects, 
either. The philosopher Daniel Dennett asks us to imagine a robot 
designed to fetch a spare battery from a room that also contained a time 
bomb. Version 1 saw that the battery was on a wagon and that if it pulled 
the wagon out of the room, the battery would come with it. Unfortu
nately, the bomb was also on the wagon, and the robot failed to deduce 
that pulling the wagon out brought the bomb out, too. Version 2 was pro
grammed to consider all the side effects of its actions. It had just fin
ished computing that pulling the wagon would not change the color of 
the room's walls and was proving that the wheels would turn rrjore revo
lutions than there are wheels on the wagon, when the bomb went off. 
Version 3 was programmed to distinguish between relevant implications 
and irrelevant ones. It sat there cranking out millions of implications and 
putting all the relevant ones on a list of facts to consider and all the irrel
evant ones on a list of facts to ignore, as the bomb ticked away. 
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An intelligent being has to deduce the implications of what it knows, 
but only the relevant implications. Dennett points out that this require
ment poses a deep problem not only for robot design but for epistemol-
ogy, the analysis of how we know. The problem escaped the notice of 
generations of philosophers, who were left complacent by the illusory 
effortlessness of their own common sense. Only when artificial intelli
gence researchers tried to duplicate common sense in computers, the 
ultimate blank slate, did the conundrum, now called "the frame prob
lem," come to light. Yet somehow we all solve the frame problem when
ever we use our common sense. 

Imagine that we have somehow overcome these challenges and have a 
machine with sight, motor coordination, and common sense. Now we 
must figure out how the robot will put them to use. We have to give it 
motives. 

What should a robot want? The classic answer is Isaac Asimov's Fun
damental Rules of Robotics, "the three rules that are built most deeply 
into a robot's positronic brain." 

1. A robot may not injure a human being or, through inaction, allow a 
human being to come to harm. 

2. A robot must obey orders given it by human beings except where 
such orders would conflict with the First Law. 

3. A robot must protect its own existence as long as such protection 
does not conflict with the First or Second Law. 

Asimov insightfully noticed that self-preservation, that universal bio
logical imperative, does not automatically emerge in a complex system. It 
has to be programmed in (in this case, as the Third Law). After all, it is 
just as easy to build a robot that lets itself go to pot or eliminates a mal
function by committing suicide as it is to build a robot that always looks 
out for Number One. Perhaps easier; robot-makers sometimes watch in 
horror as their creations cheerfully shear off limbs or flatten themselves 
against walls, and a good proportion of the world's most intelligent 
machines are kamikaze cruise missiles and smart bombs. 

But the need for the other two laws is far from obvious. Why give a 
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robot an order to obey orders—why aren't the original orders enough? 
Why command a robot not to do harm—wouldn't it be easier never to 
command it to do harm in the first place? Does the universe contain a 
mysterious force pulling entities toward malevolence, so that a positronic 
brain must be programmed to withstand it? Do intelligent beings 
inevitably develop an attitude problem? 

In this case Asimov, like generations of thinkers, like all of us, was 
unable to step outside his own thought processes and see them as arti
facts of how our minds were put together rather than as inescapable laws 
of the universe. Man's capacity for evil is never far from our minds, and it 
is easy to think that evil just comes along with intelligence as part of its 
very essence. It is a recurring theme in our cultural tradition: Adam and 
Eve eating the fruit of the tree of knowledge, Promethean fire and Pan
dora's box, the rampaging Golem, Faust's bargain, the Sorcerer's Appren
tice, the adventures of Pinocchio, Frankenstein's monster, the murderous 
apes and mutinous HAL of 2001: A Space Odyssey. From the 1950s 
through the 1980s, countless films in the computer-runs-amok genre 
captured a popular fear that the exotic mainframes of the era would get 
smarter and more powerful and someday turn on us. 

Now that computers really have become smarter and more powerful, 
the anxiety has waned. Today's ubiquitous, networked computers have 
an unprecedented ability to do mischief should they ever go to the bad. 
But the only mayhem comes from unpredictable chaos or from human 
malice in the form of viruses. We no longer worry about electronic serial 
killers or subversive silicon cabals because we are beginning to appreci
ate that malevolence—like vision, motor coordination, and common 
sense—does not come free with computation but has to be programmed 
in. The computer running WordPerfect on your desk will continue to fill 
paragraphs for as long as it does anything at all. Its software will not 
insidiously mutate into depravity like the picture of Dorian Gray. 

Even if it could, why would it want to? To get—what? More floppy 
disks? Control over the nation's railroad system? Gratification of a desire 
to commit senseless violence against laser-printer repairmen? And 
wouldn't it have to worry about reprisals from technicians who with the 
turn of a screwdriver could leave it pathetically singing "A Bicycle Built 
for Two"? A network of computers, perhaps, could discover the safety in 
numbers and plot an organized takeover—but what would make one 
computer volunteer to fire the data packet heard round the world and 
risk early martyrdom? And what would prevent the coalition from being 
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undermined by silicon draft-dodgers and conscientious objectors? Aggres

sion, like every other part of human behavior we take for granted, is a 

challenging engineering problem! 

But then, so are the kinder, gentler motives. How would you design a 

robot to obey Asimov's injunction never to allow a human being to come 

to harm through inaction!3 Michael Frayn's 1965 novel The Tin Men is set 

in a robotics laboratory, and the engineers in the Ethics Wing, Macintosh, 

Goldwasser, and Sinson, are testing the altruism of their robots. They 

have taken a bit too literally the hypothetical dilemma in every moral phi

losophy textbook in which two people are in a lifeboat built for one and 

both will die unless one bails out. So they place each robot in a raft with 

another occupant, lower the raft into a tank, and observe what happens. 

[The] first attempt, Samaritan I, had pushed itself overboard with 
great alacrity, but it had gone overboard to save anything which happened 
to be next to it on the raft, from seven stone of lima beans to twelve stone 
of wet seaweed. After many weeks of stubborn argument Macintosh had 
conceded that the lack of discrimination was unsatisfactory, and he had 
abandoned Samaritan I and developed Samaritan II, which would sacri
fice itself only for an organism at least as complicated as itself. 

The raft stopped, revolving slowly, a few inches above the water. 
"Drop it," cried Macintosh. 

The raft hit the water with a sharp report. Sinson and Samaritan sat 
perfectly still. Gradually the raft settled in the water, until a thin tide 
began to wash over the top of it. At once Samaritan leaned forward and 
seized Sinson's head. In four neat movements it measured the size of his 
skull, then paused, computing. Then, with a decisive click, it rolled side
ways off the raft and sank without hesitation to the bottom of the tank. 

But as the Samaritan II robots came to behave like the moral agents in 
the philosophy books, it became less and less clear that they were really 
moral at all. Macintosh explained why he did not simply tie a rope 
around the self-sacrificing robot to make it easier to retrieve: "I don't 
want it to know that it's going to be saved. It would invalidate its decision 
to sacrifice itself. . . . So, every now and then I leave one of them in 
instead of fishing it out. To show the others I mean business. I've written 
off two this week." Working out what it would take to program goodness 
into a robot shows not only how much machinery it takes to be good but 
how slippery the concept of goodness is to start with. 

And what about the most caring motive of all? The weak-willed com-
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puters of 1960s pop culture were not tempted only by selfishness and 

power, as we see in the comedian Allan Sherman's song "Automation," 

sung to the tune of "Fascination": 

It was automation, I know. 

That was what was making the factory g o / 

It was IBM, it was Univac, y-

It was all those gears going clickety'clack, dear. 

I thought automation was keerf 
Till you were replaced by,a ten-ton machine. 

It was a computer thai-tore us apart, dear, 
Automation broke *hy heart. . . . 

It was automation, I'm told, 

That's why I got fired and I'm out/fn the cold. 

How could I have known, when the 503 

Started in to blink, it was winking at me, dear? 

I thought it was just som^mishap 
When it sidled over and sat on my lap. 

But when it said "Lrove you" and gave me a hug, dear, 
That's when I pj,*fled ou t . . . its . . . plug. 

But for all its moonstruck madness, love is no bug oj>er35frnr mal
function. The mind is never so wonderfully cp»c€ntrated as when it 
turns to love, and there must be intricaj^^alculations that carry out the 
peculiar logic of attraction, infatuation, courtship, coyness, surrender, 
commitment, malaise, phij^rtaering, jealousy, desertion, andhenrtbreak. 
And in the end, as mygrandmother used to say, everype tnnds a cover; 
most people—jj*duding, significantly, all of our^arlcestors—manage to 
pair up long'enough to produce viable chikJrerT Imagine how many lines 
of programming it would take to duplieale that! 

Robo t design is a kind of consciousness-raising. We tend to be blase 
about our mental lives. We open our eyes, and familiar-articles present 
themselves; we will our limbs to move, and objects and bodies! float into 
place; we awaken from a dream, and return to a comfortingly ptedictable 
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worldr Cupid draws back his bow, and lets his arrow go. But think of 
what it takes for a hunk of matter to accomplish these improbable out
comes, and you begin to see through the illusion. Sight and action and 
common sense and violence and morality and love are no accident, no 
inextricable ingredients of an intelligent essence, no inevitability of infor
mation processing. Each is a tour de force, wrought by a high level of 
targeted design. Hidden behind the panels of consciousness must lie 
fantastically complex machinery—optical analyzers, motion guidance 
systems, simulations of the world, databases on people and things, goal-
schedulers, conflict-resolvers, and many others. Any explanation of how 
the mind works that alludes hopefully to some single master force or 
mind-bestowing elixir like "culture," "learning," or "self-organization" 
begins to sound hollow, just not up to the demands of the pitiless uni
verse we negotiate so successfully. 

The robot challenge hints at a mind loaded with original equipment, 
but it still may strike you as an argument from the armchair. Do we actu
ally find signs of this intricacy when we look directly at the machinery of 
the mind and at the blueprints for assembling it? I believe we do, and 
what we see is as mind-expanding as the robot challenge itself. 

When the visual areas of the brain are damaged, for example, the 
visual world is not simply blurred or riddled with holes. Selected aspects 
of visual experience are removed while others are left intact. Some 
patients see a complete world but pay attention only to half of it. They 
eat food from the right side of the plate, shave only the right cheek, and 
draw a clock with twelve digits squished into the right half. Other 
patients lose their sensation of color, but they do not see the world as an 
arty black-and-white movie. Surfaces look grimy and rat-colored to them, 
killing their appetite and their libido. Still others can see objects change 
their positions but cannot see them move—a syndrome that a philoso
pher once tried to convince me was logically impossible! The stream 
from a teapot does not flow but looks like an icicle; the cup does not 
gradually fill with tea but is empty and then suddenly full. 

Other patients cannot recognize the objects they see: their world is 
like handwriting they cannot decipher. They copy a bird faithfully but 
identify it as a tree stump. A cigarette lighter is a mystery until it is lit. 
When they try to weed the garden, they pull out the roses. Some patients 
can recognize inanimate objects but cannot recognize faces. The patient 
deduces that the visage in the mirror must be his, but does not viscerally 
recognize himself. He identifies John F. Kennedy as Martin Luther King, 
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and asks his wife to wear a ribbon at a party so he can find her when it is 
time to leave. Stranger still is the patient who recognizes the face but not 
the person: he sees his wife as an amazingly convincing impostor. 

These syndromes are caused by an injury, usually a stroke, to one or 
more of the thirty brain areas that compose the primate visual system. 
Some areas specialize in color and form, others in where an object is, 
others in what an object is, still others in how it moves. A seeing robot 
cannot be built with just the fish-eye viewfinder of the movies, and it is_ 
no surprise to discover that humans were not built that way either. When 
we gaze at the world, we do not fathom the many layers of apparatus that 
underlie our unified visual experience, until neurological disease dissects 
them for us. 

Another expansion of our vista comes from the startling similarTfeielf 
between identical twins, who share the genetic recipes that build the 
mind. Their minds are astonishingly alike, and not just in gross measures 
like IQ and personality traits like neuroticism and introversion. They are 
alike in talents such as spelling and mathematics, in opinions on ques
tions such as apartheid, the death penalty, and working mothers, and in 
their career choices, hobbies, vices, religious commitments, and tastes in 
dating. Identical twins are far more alike than fraternal twins, who share 
only half their genetic recipes, and most strikingly, they are almost as 
alike when they are reared apart as when they are reared together. Identi
cal twins separated at birth share traits like entering the water backwards 
and only up to their knees, sitting out elections because they feel insuffi
ciently informed, obsessively counting everything in sight, becoming 
captain of the volunteer fire department, and leaving little love notes 
around the house for their wives. 

People find these discoveries arresting, even incredible. The discover
ies cast doubt on the autonomous "I" that we all feel hovering above our 
bodies, making choices as we proceed through life and affected only by 
,our past and present environments. Surely the mind does i>ot come 
equipped with so many small parts that it could predestine us to flush 
the toilet before and after using it or to sneeze playfully in crowded ele
vators, to take two other traits shared by identical twins reared apart. But 
apparently it does. The far-reaching effects of the genes have been docu
mented in scores of studies and show up no matter how one tests for 
them: by comparing twins reared apart and reared together, by compar
ing identical and fraternal twins, or by comparing adopted and biological 
children. And despite what critics sometimes claim, the effects are not 
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products of coincidence, fraud, or subtle similarities in the family envi
ronments (such as adoption agencies striving to place identical twins in 
homes that both encourage walking into the ocean backwards). The find
ings, of course, can be misinterpreted in many ways, such as by imagin
ing a gene for leaving little love notes around the house or by concluding 
that people are unaffected by their experiences. And because this 
research can measure only the ways in which people differ, it says little 
about the design of the mind that all normal people share. But by show
ing how many ways the mind can vary in its innate structure, the discov
eries open our eyes to how much structure the mind must have. 

R E V E R S E - E N G I N E E R I N G T H E PSYCHE 

The complex structure of the mind is the subject of this book. Its key 
idea can be captured in a sentence: The mind is a system of organs of 
computation, designed by natural selection to solve the kinds of prob
lems our ancestors faced in their foraging way of life, in particular, 
understanding and outmaneuvering objects, animals, plants, and other 
people. The summary can be unpacked into several claims. The mind 
is what the brain does; specifically, the brain processes information, 
and thinking is a kind of computation. The mind is organized into mod
ules or mental organs, each with a specialized design that makes it an 
expert in one arena of interaction with the world. The modules' basic 
logic is specified by our genetic program. Their operation was shaped 
by natural selection to solve the problems of the hunting and gathering 
life led by our ancestors in most of our evolutionary history. The various 
problems for our ancestors were subtasks of one big problem for their 
genes, maximizing the number of copies that made it into the next gen
eration. 

On this view, psychology is engineering in reverse. In forward-engi
neering, one designs a machine to do something; in reverse-engineering, 
one figures out what a machine was designed to do. Reverse-engineering 
is what the boffins at Sony do when a new product is announced by 
Panasonic, or vice versa. They buy one, bring it back to the lab, take a 
screwdriver to it, and try to figure out what all the parts are for and how 
they combine to make the device work. We all engage in reverse-engi
neering when we face an interesting new gadget. In rummaging through 

e /3YC 
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an antique store, we may find a contraption that is inscrutable until we 
figure out what it was designed to do. When we realize that it iS an olive-
pitter, we suddenly understand that the metal ring is designed to hold 
the olive, and the lever lowers an X-shaped blade through one end, push
ing the pit out through the other end. The shapes and arrangements of 
the springs, hinges, blades, levers, and rings all make sense in a satisfying 
rush of insight. We even understand why canned olives have an X-
shaped incision at one end. 

In the seventeenth century William Harvey discovered that veins had 
valves and deduced that the valves must be there to make the blood cir
culate. Since then we have understood the body as a wonderfully com
plex machine, an assembly of struts, ties, springs, pulleys, levers, joints, 
hinges, sockets, tanks, pipes, valves, sheaths, pumps, exchangers, and fil
ters. Even today we can be delighted to learn what mysterious parts are 
for. Why do we have our wrinkled, asymmetrical ears? Because they filter 
sound waves coming from different directions in different ways. The 
nuances of the sound shadow tell the brain whether the source of the 
sound is above or below, in front of or behind us. The strategy of reverse-
engineering the body has continued in the last half of this century as we 
have explored the nanotechnology of the cell and of the molecules of life. 
The stuff of life turned out to be not a quivering, glowing, wondrous gel 
but a contraption of tiny jigs, springs, hinges, rods, sheets, magnets, zip
pers, and trapdoors, assembled by a data tape whose information is 
copied, downloaded, and scanned. 

The rationale for reverse-engineering living things comes, of course, 
from Charles Darwin. He showed how "organs of extreme perfection and 
complication, which justly excite our admiration" arise not frbm God's 
foresight but from the evolution of replicators over immense spans of 
time. As replicators replicate, ranxlofrrtopying errors sometimes crop up, 
and those that happep^renhance the survival and reproduction rate of 
the replicator tewdto accumulate over the generations. Plants and ani
mals are replicators, and their complicated machinery thus appears to 
have be^h engineered to allow them to survive and reproduce. . 
^Darwin insisted that his theory explained not just the complexity of 
an animal's body but the complexity of its mind. "Psychology will be 
based on a new foundation," he famously predicted at the end of The 
Origin of Species. But Darwin's prophecy has not yet been fulfilled. More 
than a century after he wrote those words, the study of the mind is still 
mostly Darwin-free, often defiantly so. Evolution is said to be irrelevant, 
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sinful, or fit only for speculation over a beer at the end of the^day. The 
allergy to evolution in the social and cognitive sciences has-been, I think, 
a barrier to understanding. The mind is an exquisitejy'organized system 
that accomplishes remarkable feats no engineer can duplicate. How 
could the forces that shaped that systenx^rfcf the purposes for which it 
was designed, be irrelevant to understaftding it? Evolutionary thinkij 
indispensable, not in the formjj*at many people think of—dreaming up 
missing links or narrating,^t6ries about the stages of Man1—but in the 
form of careful reverstr^ngineering. Without reverse^cfigineering we are 
like the singer ip^Iom Paxton's "The MarvelousTtJy" reminiscing about a 
childhood^fjfesent: "It went ZIP1, when i^'moved, and POP! when it 
stoppe<J; and WHIRRR! when it stood sjitt; I never knew just what it was, 
anfl I guess I never will." 

Only in the past few years has Darwin's challenge been taken up, by a 
new approach christened "evolutionary psychology" by the anthropologist 
John Tooby and the psychologist Leda Cosmides. Evolutionary psychol
ogy brings together two scientific revolutions. One is the cognitive revo
lution of the 1950s and 1960s, which explains the mechanics of thought 
and emotion in terms of information and computation. The other is 
the revolution in evolutionary biology of the 1960s and 1970s, which 
explains the complex adaptive design of living things in terms of selec
tion among replicators. The two ideas make a powerful combination. 
Cognitive science helps us to understand how a mind is possible and 
what kind of mind we have. Evolutionary biology helps us to understand 
why we have the kind of mind we have. 

The evolutionary psychology of this book is, in one sense, a straight
forward extension of biology, focusing on one organ, the mind, of one 
species, Homo sapiens. But in another sense it is a radical thesis that dis
cards the way issues about the mind have been framed for almost a cen
tury. The premises of this book are probably not what you think they are. 
Thinking is computation, I claim, but that does not mean that the com
puter is a good metaphor for the mind. The mind is a set of modules, but 
the modules are not encapsulated boxes or circumscribed swatches on 
the surface of the brain. The organization of our mental modules comes 
from our genetic program, but that does not mean that there is a gene for 
every trait or that learning is less important than we used to think. The 
mind is an adaptation designed by natural selection, but that does not 
mean that everything we think, feel, and do is biologically adaptive. We 
evolved from apes, but that does not mean we have the same minds as 
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apes. And the ultimate goal of natural selection is to propagate genes, 
but that does not mean that the ultimate goal of people is to propagate 
genes. Let me show you why not. 

This book is about the brain, but I will not say much about neurons, 
hormones, and neurotransmitters. That is because the mind is not the 
brain but what the brain does, and not even everything it does, such as 
metabolizing fat and giving off heat. The 1990s have been named the 
Decade of the Brain, but there will never be a Decade of the Pancreas. 
The brain's special status comes from a special thing the brain does, 
which makes us see, think, feel, choose, and act. That special thing is 
information processing, or computation. 

Information and computation reside in patterns of data arid in rela
tions of logic that are independent of the physical medium that carries 
them. When you telephone your mother in another city, the message 
stays the same as it goes from your lips to her ears even as it physically 
changes its form, from vibrating air, to electricity in a wire, to charges in 
silicon, to flickering light in a fiber optic cable, to electromagnetic waves, 
and then back again in reverse order. In a similar sense, the message 
stays the same when she repeats it to your father at the other end of the 
couch after it has changed its form inside her head into a cascade of neu
rons firing and chemicals diffusing across synapses. Likewise, a given 
program can run on computers made of vacuum tubes, electromagnetic 
switches, transistors, integrated circuits, or well-trained pigeons, and it 
accomplishes the same things for the same reasons. 

This insight, first expressed by the mathematician Alan Turing, the 
computer scientists Alan Newell, Herbert Simon, and Marvin Minsky, 
and the philosophers Hilary Putnam and Jerry Fodor, is now called the 
computational theory of mind. It is one of the great ideas in intellectual 
history, for it solves one of the puzzles that make up the "mind-body 
problem": how to connect the ethereal world of meaning and intention, 
the stuff of our mental lives, with a physical hunk of matter like the 
brain. Why did Bill get on the bus? Because he wanted to visit his grand
mother and knew the bus would take him there. No other answer will 
do. If he hated the sight of his grandmother, or if he knew the route had 
changed, his body would not be on that bus. For millennia this has been 
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a paradox. Entities like "wanting to visit one's grandmother" and "know
ing the bus goes to Grandma's house" are colorless, odorless, and taste
less. But at the same time they are causes of physical events, as potent as 
any billiard ball clacking into another. 

The computational theory of mind resolves the paradox. It says that 
beliefs and desires are information, incarnated as configurations of sym
bols. The symbols are the physical states of bits of matter, like chips in 
a computer or neurons in the brain. They symbolize things in the 
world because they are triggered by those things via our sense organs, 
and because of what they do once they are triggered. If the bits of matter 
that constitute a symbol are arranged to bump into the bits of 
matter constituting another symbol in just the right way, the symbols cor
responding to one belief can give rise to new symbols corresponding to 
another belief logically related to it, which can give rise to symbols corre
sponding to other beliefs, and so on. Eventually the bits of matter consti
tuting a symbol bump into bits of matter connected to the muscles, and 
behavior happens. The computational theory of mind thus allows us to 
keep beliefs and desires in our explanations of behavior while planting 
them squarely in the physical universe. It allows meaning to cause and 
be caused. 

The computational theory of mind is indispensable in addressing the 
questions we long to answer. Neuroscientists like to point out that all 
parts of the cerebral cortex look pretty much alike—not only the differ
ent parts of the human brain, but the brains of different animals. One 
could draw the conclusion that all mental activity in all animals is the 
same. But a better conclusion is that we cannot simply look at a patch of 
brain and read out the logic in the intricate pattern of connectivity that 
makes each part do its separate thing. In the same way that all books are 
physically just different combinations of the same seventy-five or so 
characters, and all movies are physically just different patterns of charges 
along the tracks of a videotape, the mammoth tangle of spaghetti of the 
brain may all look alike when examined strand by strand. The content of 
a book or a movie lies in the pattern of ink marks or magnetic charges, 
and is apparent only when the piece is read or seen. Similarly, the con
tent of brain activity lies in the patterns of connections and patterns of 
activity among the neurons. Minute differences in the details of the con
nections may cause similar-looking brain patches to implement very dif
ferent programs. Only when the program is run does the coherence 
become evident. As Tooby and Cosmides have written, 
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There are birds that migrate by the stars, bats that echolocate, bees that 
compute the variance of flower patches, spiders that spin webs, ihumans 
that speak, ants that farm, lions that hunt in teams, cheetahs that hunt 

falone, monogamous gibbons, polyandrous seahorses, polygynousi gorillas. 
/ . . . There are millions of animal species on earth, each with a different 

\J r I set of cognitive programs. The same basic neural tissue embodies all of 
' *^ / these programs, and it could support many others as well. Facts about the 

/ properties of neurons, neurotransmitters, and cellular development can-
/ not tell you which of these millions of programs the human mind con

tains. Even if all neural activity is the expression of a uniform process at 
J the cellular level, it is the arrangement of neurons—into bird song tem-
\ plates or web-spinning programs—that matters. { 

\ 

J 
That does not imply, of course, that the brain is irrelevant to under

standing the mind! Programs are assemblies of simple information-pro
cessing units—tiny circuits that can add, match a pattern, turn on some 
other circuit, or do other elementary logical and mathematical opera
tions. What those microcircuits can do depends only on what they are 
made of. Circuits made from neurons cannot do exactly the same things 
as circuits made from silicon, and vice versa. For example, a silicon cir
cuit is faster than a neural circuit, but a neural circuit can match a larger 
pattern than a silicon one. These differences ripple up through the pro
grams built from the circuits and affect how quickly and easily the pro
grams do various things, even if they do not determine exactly which 
things they do. My point is not that prodding brain tissue is irrelevant to^ 
understanding the mind, only that it is not enough. Psychology, t h e \ 
analysis of mental software, will have to burrow a considerable way into \ 
the mountain before meeting the neurobiologists tunneling through from ) 
the other side. / 

The computational theory of mind is not the same thing as tke 
despised "computer metaphor." As many critics have pointed out, com
puters are serial, doing one thing at a time; brains are parallel; doing mil
lions of things at once. Computers are fast; brains are slow. Computer 
parts are reliable; brain parts are noisy. Computers have a limited num
ber of connections; brains have trillions. Computers are assembled 
according to a blueprint; brains must assemble themselves. Yes, and 
computers come in putty-colored boxes and have AUTOEXEC.BAT files and 
run screen-savers with flying toasters, and brains do not. The claim is not 
that the brain is like commercially available computers. Rather, the claim 
is that brains and computers embody intelligence for some of the same 
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reasons. To explain how birds fly, we invoke principles of lift and drag 
and fluid mechanics that also explain how airplanes fly. That does not 
commit us to an Airplane Metaphor for birds, complete with jet engines 
and complimentary beverage service. 

Without the computational theory, it is impossible to make sense of 
the evolution of the mind. Most intellectuals think that the human mind 
must somehow have escaped the evolutionary process. Evolution, they 
think, can fabricate only stupid instincts and fixed action patterns: a sex 
drive, an aggression urge, a territorial imperative, hens sitting on eggs 
and ducklings following hulks. Human behavior is too subtle and flexible 
to be a product of evolution, they think; it must come from somewhere 
else—from, say, "culture." But if evolution equipped us not with irre
sistible urges and rigid reflexes but with a neural computer, everything 
changes. A program is an intricate recipe of logical and statistical opera
tions directed by comparisons, tests, branches, loops, and subroutines 
embedded in subroutines. Artificial computer programs, from the Mac
intosh user interface to simulations of the weather to programs that rec
ognize speech and answer questions in English, give us a hint of the 
finesse and power of which computation is capable. Human thought and 
behavior, no matter how subtle and flexible, could be the product of a 
very complicated program, and that program may have been our endow
ment from natural selection. The typical imperative from biology is not 
"Thou shalt. . . ," but "If . . . then . . . else." 

The mind, I claim, is not a single organ but a system of organs, which 
we can think of as psychological faculties or mental modules. The 
entities now commonly evoked to explain the mind—such as general 
intelligence, a capacity to form culture, and multipurpose learning 
strategies—will surely go the way of protoplasm in biology and of earth, 
air, fire, and water in physics. These entities are so formless, compared 
to the exacting phenomena they are meant to explain, that they must 
be granted near-magical powers. When the phenomena are put under 
the microscope, we discover that the complex texture of the everyday 
world is supported not by a single substance but by many layers of 
elaborate machinery. Biologists long ago replaced the concept of an all-
powerful protoplasm with the concept of functionally specialized 
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mechanisms. The organ systems of the body do their jobs because each 
is built with a particular structure tailored to the task. The hfeart circu
lates the blood because it is built like a pump; the lungs oxygenate the 
blood because they are built like gas exchangers. The lungs cannot 
pump blood and the heart cannot oxygenate it. This specialization goes 
all the way down. Heart tissue differs from lung tissue, heart cells dif
fer from lung cells, and many of the molecules making up heart cells 
differ from those making up lung cells. If that were not true, our organs 
would not work. 

A jack-of-all-trades is master of none, and that is just as true for our 
mental organs as for our physical organs. The robot challenge makes that 
clear. Building a robot poses many software engineering problems, and 
different tricks are necessary to solve them. 

Take our first problem, the sense of sight. A seeing machine must 
solve a problem called inverse optics. Ordinary optics is the branch of 
physics that allows one to predict how an object with a certain shape, 
material, and illumination projects the mosaic of colors we call the reti
nal image. Optics is a well-understood subject, put to use in drawing, 
photography, television engineering, and more recently, computer graph
ics and virtual reality. But the brain must solve the opposite problem. The 
input is the retinal image, and the output is a specification of the objects 
in the world and what they are made of—that is, what we know we are 
seeing. And there's the rub. Inverse optics is what engineers call an "ill-
posed problem." It literally has no solution. Just as it is easy to multiply 
some numbers and announce the product but impossible to take a prod
uct and announce the numbers that were multiplied to get it, optics is 
easy but inverse optics impossible. Yet your brain does it every time you 
open the refrigerator and pull out a jar. How can this be? ! 

The answer is that the brain supplies the missing information, information 
about the world we evolved in and how it reflects light. If the Visual brain 
"assumes" that it is living in a certain kind of world—an evenly lit world 
made mostly of rigid parts with smooth, uniformly colored surfaces—it can 
make good guesses about what is out there. As we saw earlier, it's impossi
ble to distinguish coal from snow by examining the brightnessies of their 
retinal projections. But say there is a module for perceiving the properties of 
surfaces, and built into it is the following assumption: "The world is 
smoothly and uniformly lit." The module can solve the coal-versus-snow 
problem in three steps: subtract out any gradient of brightness from one 
edge of the scene to the other; estimate the average level of brightness of 
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the whole scene; and calculate the shade of gray of each patch by subtract
ing its brightness from the average brightness. Large positive deviations 
from the average are then seen as white things, large negative deviations as 
black things. If the illumination really is smooth and uniform, those per
ceptions will register the surfaces of the world accurately. Since Planet 
Earth has, more or less, met the even-illumination assumption for eons, 
natural selection would have done well by building the assumption in. 

The surface-perception module solves an unsolvable problem, but at 
a price. The brain has given up any pretense of being a general problem-
solver. It has been equipped with a gadget that perceives the nature of 
surfaces in typical earthly viewing conditions because it is specialized for 
that parochial problem. Change the problem slightly and the brain no 
longer solves it. Say we place a person in a world that is not blanketed 
with sunshine but illuminated by a cunningly arranged patchwork of 
light. If the surface-perception module assumes that illumination is 
even, it should be seduced into hallucinating objects that aren't there. 
Could that really happen? It happens every day. We call these hallucina
tions slide shows and movies and television (complete with the illusory 
black I mentioned earlier). When we watch TV, we stare at a shimmering 
piece of glass, but our surface-perception module tells the rest of our 
brain that we are seeing real people and places. The module has been 
unmasked; it does not apprehend the nature of things but relies on a 
cheat-sheet. That cheat-sheet is so deeply embedded in the operation of 
our visual brain that we cannot erase the assumptions written on it. Even 
in a lifelong couch potato, the visual system never "learns" that television 
is a pane of glowing phosphor dots, and the person never loses the illu
sion that there is a world behind the pane. 

Our other mental modules need their own cheat-sheets to solve their 
unsolvable problems. A physicist who wants to figure out how the body 
moves when muscles are contracted has to solve problems in kinematics 
(the geometry of motion) and dynamics (the effects of forces). But a 
brain that has to figure out how to contract muscles to get the body to 
move has to solve problems in inverse kinematics and inverse dynamics— 
what forces to apply to an object to get it to move in a certain trajectory. 
Like inverse optics, inverse kinematics and dynamics are ill-posed prob
lems. Our motor modules solve them by making extraneous but reason
able assumptions—not assumptions about illumination, of course, but 
assumptions about bodies in motion. 

Our common sense about other people is a kind of intuitive psychol-
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ogy—we try to infer people's beliefs and desires from what thley do, and 
try to predict what they will do from our guesses about their beliefs and 
desires. Our intuitive psychology, though, must make the assumption 
that other people have beliefs and desires; we cannot sense a belief or 
desire in another person's head the way we smell oranges. If we did not 
see the social world through the lens of that assumption, we would be 
like the Samaritan I robot, which sacrificed itself for a bag of lima beans, 
or like Samaritan II, which went overboard for any object with a human
like head, even if the head belonged to a large wind-up toy. i (Later we 
shall see that people suffering from a certain syndrome lack the assump
tion that people have minds and do treat other people as wind-up toys.) 
Even our feelings of love for our family members embody a specific 
assumption about the laws of the natural world, in this case an inverse of 
the ordinary laws of genetics. Family feelings are designed to help our 
genes replicate themselves, but we cannot see or smell genes. Scientists 
use forward genetics to deduce how genes get distributed among organ
isms (for example, meiosis and sex cause the offspring of two people to 
have fifty percent of their genes in common); our emotions about kin use 
a kind of inverse genetics to guess which of the organisms we interact 
with are likely to share our genes (for example, if someone appears to 
have the same parents as you do, treat the person as if their genetic well-
being overlaps with yours). I will return to all these topics in later chap
ters. 

The mind has to be built out of specialized parts because it has to 
solve specialized problems. Only an angel could be a general problem-
solver; we mortals have to make fallible guesses from fragmentary infor
mation. Each of our mental modules solves its unsolvable problem by 
a leap of faith about how the world works, by making assumptions 
that are indispensable but indefensible—the only defense being that the 
assumptions worked well enough in the world of our ancestors. 

The word "module" brings to mind detachable, snap-in components, 
and that is misleading. Mental modules are not likely to be visible to the 
naked eye as circumscribed territories on the surface of the brain, like 
the flank steak and the rump roast on the supermarket cow display. A 
mental module probably looks more like roadkill, sprawling messily over 
the bulges and crevasses of the brain. Or it may be broken into regions 
that are interconnected by fibers that make the regions act as a unit. The 
beauty of information processing is the flexibility of its demand for real 
estate. Just as a corporation's management can be scattered across sites 
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linked by a telecommunications network, or a computer program can be 
fragmented into different parts of the disk or memory, the circuitry 
underlying a psychological module might be distributed across the brain 
in a spatially haphazard manner. And mental modules need not be tightly 
sealed off from one another, communicating only through a few narrow 
pipelines. (That is a specialized sense of "module" that many cognitive 
scientists have debated, following a definition by Jerry Fodor.) Modules 
are defined by the special things they do with the information available 
to them, not necessarily by the kinds of information they have available. 

So the metaphor of the mental module is a bit clumsy; a better one is 
Noam Chomsky's "mental organ." An organ of the body is a specialized 
structure tailored to carry out a particular function. But our organs do 
not come in a bag like chicken giblets; they are integrated into a complex 
whole. The body is composed of systems divided into organs assembled 
from tissues built out of cells. Some kinds of tissues, like the epithelium, 
are used, with modifications, in many organs. Some organs, like the 
blood and the skin, interact with the rest of the body across a wide
spread, convoluted interface, and cannot be encircled by a dotted line. 
Sometimes it is unclear where one organ leaves off and another begins, 
or how big a chunk of the body we want to call an organ. (Is the hand an 
organ? the finger? a bone in the finger?) These are all pedantic questions 
of terminology, and anatomists and physiologists have not wasted their 
time on them. What is clear is that the body is not made of Spam but has 
a heterogeneous structure of many specialized parts. All this is likely to 
be true of the mind. Whether or not we establish exact boundaries for 
the components of the mind, it is clear that it is not made of mental 
Spam but has a heterogeneous structure of many specialized parts. 

Ou r physical organs owe their complex design to the information in the 
human genome, and so, I believe, do our mental organs. We do not learn 
to have a pancreas, and we do not learn to have a visual system, language 
acquisition, common sense, or feelings of love, friendship, and fairness. 
No single discovery proves the claim (just as no single discovery proves 
that the pancreas is innately structured), but many lines of evidence con
verge on it. The one that most impresses me is the Robot Challenge. 
Each of the major engineering problems solved by the mind is unsolvable 
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without built-in assumptions about the laws that hold in that arena of 
interaction with the world. All of the programs designed by artificial 
intelligence researchers have been specially engineered for a particular 
domain, such as language, vision, movement, or one of many different 
kinds of common sense. Within artificial intelligence research, the proud 
parent of a program will sometimes tout it as a mere demo of an amaz
ingly powerful general-purpose system to be built in the future, but 
everyone else in the field routinely writes off such hype. I predict that no 
one will ever build a humanlike robot—and I mean a really humanlike 
robot—unless they pack it with computational systems tailored to differ
ent problems. 

Throughout the book we will run into other lines of evidence that our 
mental organs owe their basic design to our genetic prograim. I have 
already mentioned that much of the fine structure of our personality and 
intelligence is shared by identical twins reared apart and hence charted 
by the genes. Infants and young children, when tested with ingenious 
methods, show a precocious grasp of the fundamental categories of the 
physical and social world, and sometimes command information that 
was never presented to them. People hold many beliefs that are at odds 
with their experience but were true in the environment in which we 
evolved, and they pursue goals that subvert their own well-being but 
were adaptive in that environment. And contrary to the widespread belief 
that cultures can vary arbitrarily and without limit, surveys of the ethno
graphic literature show that the peoples of the world share an astonish
ingly detailed universal psychology. 

But if the mind has a complex innate structure, that does not mean 
that learning is unimportant. Framing the issue in such a way that 
innate structure and learning are pitted against each other, either as 
alternatives or, almost as bad, as complementary ingredients or interact
ing forces, is a colossal mistake. It's not that the claim that there is an 
interaction between innate structure and learning (or between heredity 
and environment, nature and nurture, biology and culture) is literally 
wrong. Rather, it falls into the category of ideas that are so bad they are 
not even wrong. 

Imagine the following dialogue: 

"This new computer is brimming with sophisticated technology. It has a 
500 megahertz processor, a gigabyte of RAM, a terabyte of disk storage, a 
3-D color virtual reality display, speech output, wireless access to the 
World Wide Web, expertise in a dozen subjects, and built-in editions of 
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the Bible, the Encyclopaedia Britannica, Bartlett's Famous Quotations, and 
the complete works of Shakespeare. Tens of thousands of hacker-hours 
went into its design." 

"Oh, so I guess you're saying that it doesn't matter what I type into the 
computer. With all that built-in structure, its environment can't be very 
important. It will always do the same thing, regardless of what I type in." 

The response is patently senseless. Having a lot of built-in machinery 

should make a system respond more intelligently and flexibly to its 

inputs, not less. Yet the reply captures how centuries of commentators 

have reacted to the idea of a richly structured, high-tech mind. 

And the "interactionist" position, with its phobia of ever specifying 

the innate part of the interaction, is not much better. Look at these 

claims. 

The behavior of a computer comes from a complex interaction 
between the processor and the input. 

When trying to understand how a car works, one cannot neglect the 
engine or the gasoline or the driver. All are important factors. 

The sound coming out of this CD player represents the inextricably 
intertwined mixture of two crucial variables: the structure of the 
machine, and the disk you insert into it. Neither can be ignored. 

These statements are true but useless—so blankly uncomprehending, 
so defiantly incurious, that it is almost as bad to assert them as to deny 
them. For minds, just as for machines, the metaphors of a mixture of two 
ingredients, like a martini, or a battle between matched forces, like a tug-
of-war, are wrongheaded ways of thinking about a complex device 
designed to process information. Yes, every part of human intelligence 
involves culture and learning. But learning is not a surrounding gas or 
force field, and it does not happen by magic. It is made possible by 
innate machinery designed to do the learning. The claim that there are 
several innate modules is a claim that there are several innate learning 
machines, each of which learns according to a particular logic. To under
stand learning, we need new ways of thinking to replace the prescientific 
metaphors—the mixtures and forces, the writing on slates and sculpting 
of blocks of marble. We need ideas that capture the ways a complex 
device can tune itself to unpredictable aspects of the world and take in 
the kinds of data it needs to function. 

The idea that heredity and environment interact is not always mean-
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ingless, but I think it confuses two issues: what all minds have in com
mon, and how minds can differ. The vapid statements above can be 
made intelligible by replacing "How X works" with "What makes X work 
better than Y": 

The usefulness of a computer depends on both the power of its 
processor and the expertise of the user. 

The speed of a car depends on the engine, the fuel, and the skill of the 
driver. All are important factors. 

The quality of sound coming from a CD player depends on two cru
cial variables: the player's mechanical and electronic design, and the 
quality of the original recording. Neither can be ignored. 

When we are interested in haw much better one system functions 
than a similar one, it is reasonable to gloss over the causal chains inside 
each system and tally up the factors that make the whole thing fast or 
slow, hi-fi or low-fi. And this ranking of people—to determine who enters 
medical school, or who gets the job—is where the framing of nature ver
sus nurture comes from. 

But this book is about how the mind works, not about why some peo
ple's minds might work a bit better in certain ways than other people's 
minds. The evidence suggests that humans everywhere on the planet see, 
talk, and think about objects and people in the same basic way. The dif
ference between Einstein and a high school dropout is trivial compared to 
the difference between the high school dropout and the best robot in exis
tence, or between the high school dropout and a chimpanzee. That is 
the mystery I want to address. Nothing could be farther from my subject 

i matter than a comparison between the means of overlapping bell curves 
\ for some crude consumer index like IQ. And for this reason, the relative 
importance of innateness and learning is a phony issue. 

An emphasis on innate design should not, by the way, be confused 
with the search for "a gene for" this or that mental organ. Think of the 
genes and putative genes that have made the headlines: genes for mus
cular dystrophy, Huntington's disease, Alzheimer's, alcoholism, schizo
phrenia, manic-depressive disorder, obesity, violent outbursts, dyslexia, 
bed-wetting, and some kinds of retardation. They are disord&rs, all of 
them. There have been no discoveries of a gene for civility, language, 
memory, motor control, intelligence, or other complete mental systems, 
and there probably won't ever be. The reason was summed up by the 
politician Sam Rayburn: Any jackass can kick down a barn, but it takes a 
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carpenter to build one. Complex mental organs, like complex physical 
organs, surely are built by complex genetic recipes, with many genes 
cooperating in as yet unfathomable ways. A defect in any one of them 
could corrupt the whole device, just as a defect in any part of a compli
cated machine (like a loose distributor cable in a car) can bring the 
machine to a halt. 

The genetic assembly instructions for a mental organ do not specify 
every connection in the brain as if they were a wiring schematic for a 
Heathkit radio. And we should not expect each organ to grow under a 
particular bone of the skull regardless of what else happens in the brain. 
The brain and all the other organs differentiate in embryonic develop
ment from a ball of identical cells. Every part of the body, from the toe
nails to the cerebral cortex, takes on its particular shape and substance 
when its cells respond to some kind of information in its neighborhood 
that unlocks a different part of the genetic program. The information 
may come from the taste of the chemical soup that a cell finds itself in, 
from the shapes of the molecular locks and keys that the cell engages,. 
from mechanical tugs and shoves from neighboring cells, and other cues 
still poorly understood. The families of neurons that will form the differ
ent mental organs, all descendants of a homogeneous stretch of embry
onic tissue, must be designed to be opportunistic as the brain assembles 
itself, seizing any available information to differentiate from one another. 
The coordinates in the skull may be one trigger for differentiation, but 
the pattern of input firings from connected neurons is another. Since the 
brain is destined to be an organ of computation, it would be surprising if 
the genome did not exploit the capacity of neural tissue to process infor
mation during brain assembly. 

In the sensory areas of the brain, where we can best keep track of 
what is going on, we know that early in fetal development neurons are 
wired according to a rough genetic recipe. The neurons are born in 
appropriate numbers at the right times, migrate to their resting places, 
send out connections to their targets, and hook up to appropriate cell 
types in the right general regions, all under the guidance of chemical 
trails and molecular locks and keys. To make precise connections, 
though, the baby neurons must begin to function, and their firing pat
tern carries information downstream about their pinpoint connec
tions. This isn't "experience," as it all can take place in the pitch-black 
womb, sometimes before the rods and cones are functioning, and 
many mammals can see almost perfectly as soon as they are born. It is 
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more like a kind of genetic data compression or a set of internally gen
erated test patterns. These patterns can trigger the cortex at the 
receiving end to differentiate, at least one step of the way; into the 
kind of cortex that is appropriate to processing the incoming informa
tion. (For example, in animals that have been cross-wired so that the 
eyes are connected to the auditory brain, that area shows a few hints 
of the properties of the visual brain.) How the genes control brain 
development is still unknown, but a reasonable summary of what we 
know so far is that brain modules assume their identity by a combina
tion of what kind of tissue they start out as, where they are in the 
brain, and what patterns of triggering input they get during critical 
periods in development. > 

Our organs of computation are a product of natural selection. The biol
ogist Richard Dawkins called natural selection the Blind Watchmaker; in 
the case of the mind, we can call it the Blind Programmer. Our mental 
programs work as well as they do because they were shaped by selection 
to allow our ancestors to master rocks, tools, plants, animals, and each 
other, ultimately in the service of survival and reproduction. 

Natural selection is not the only cause of evolutionary change. Organ
isms also change over the eons because of statistical accidents in who 
lives and who dies, environmental catastrophes that wipe out whole fam
ilies of creatures, and the unavoidable by-products of changes that are 
the product of selection. But natural selection is the only evolutionary 
force that acts like an engineer, "designing" organs that accomplish 
improbable but adaptive outcomes (a point that has been made force
fully by the biologist George Williams and by Dawkins). The textbook 
argument for natural selection, accepted even by those who: feel that 
selection has been overrated (such as the paleontologist Stephen Jay 
Gould), comes from the vertebrate eye. Just as a watch has too many 
finely meshing parts (gears, springs, pivots, and so on) to have been 
assembled by a tornado or a river eddy, entailing instead the design of a 
watchmaker, the eye has too many finely meshing parts (lens, iris, retina, 
and so on) to have arisen from a random evolutionary force like a big 
mutation, statistical drift, or the fortuitous shape of the nooks and cran
nies between other organs. The design of the eye must be a product of 
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natural selection of replicators, the only nonmiraculous natural process 
we know of that can manufacture well-functioning machines. The organ
ism appears as if it was designed to see well now because it owes its exis
tence to the success of its ancestors in seeing well in the past. (This 
point will be expanded in Chapter 3.) 

Many people acknowledge that natural selection is the artificer of the 
body but draw the line when it comes to the human mind. The mind, 
they say, is a by-product of a mutation that enlarged the head, or is a 
clumsy programmer's hack, or was given its shape by cultural rather than 
biological evolution. Tooby and Cosmides point out a delicious irony. 
The eye, that most uncontroversial example of fine engineering by nat
ural selection, is not just any old organ that can be sequestered with 
flesh and bone, far away from the land of the mental. It doesn't digest 
food or, except in the case of Superman, change anything in the physical 
world. What does the eye do? The eye is an organ of information pro
cessing, firmly connected to—anatomically speaking, a part of—the 
brain. And all those delicate optics and intricate circuits in the retina do 
not dump information into a yawning empty orifice or span some Carte
sian chasm from a physical to a mental realm. The receiver of this richly 
structured message must be every bit as well engineered as the sender. 
As we have seen in comparing human vision and robot vision, the parts 
of the mind that allow us to see are indeed well engineered, and there is 
no reason to think that the quality of engineering progressively deterio
rates as the information flows upstream to the faculties that interpret 
and act on what we see. 

The adaptationist program in biology, or the careful use of natural 
selection to reverse-engineer the parts of an organism, is sometimes 
ridiculed as an empty exercise in after-the-fact storytelling. In the satire 
of the syndicated columnist Cecil Adams, "the reason our hair is brown 
is that it enabled our monkey ancestors to hide amongst the coconuts." 
Admittedly, there is no shortage of bad evolutionary "explanations." Why 
do men avoid asking for directions? Because our male ancestors might 
have been killed if they approached a stranger. What purpose does music 
serve? It brings the community together. Why did happiness evolve? 
Because happy people are pleasant to be around, so they attracted more 
allies. What is the function of humor? To relieve tension. Why do people 
overestimate their chance of surviving an illness? Because it helps them 
to operate effectively in life. 

These musings strike us as glib and lame, but it is not because they 
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dare to seek an evolutionary explanation of how some part of the mind 
works. It is because they botch the job. First, many of them never bother 
to establish the facts. Has anyone ever documented that women like to 
ask for directions? Would a woman in a foraging society not have come 
to harm when she approached a stranger? Second, even if the facts had 
been established, the stories try to explain one puzzling fact by taking for 
granted some other fact that is just as much of a puzzle, getting us 
nowhere. Why do rhythmic noises bring a community together? Why do 
people like to be with happy people? Why does humor relieve tension? 
The authors of these explanations treat some parts of our mental life as 
so obvious—they are, after all, obvious to each of us, here inside our 
heads—that they don't need to be explained. But all parts of the mind 
are up for grabs—every reaction, every pleasure, every taste—Lwhen we 
try to explain how it evolved. We could have evolved like the Samaritan I 
robot, which sacrificed itself to save a sack of lima beans, or like dung 
beetles, which must find dung delicious, or like the masochist in the old 
joke about sadomasochism (Masochist: "Hit me!" Sadist: "No!"). 

A good adaptationist explanation needs the fulcrum of an engineering 
analysis that is independent of the part of the mind we are trying to 
explain. The analysis begins with a goal to be attained and a world of 
causes and effects in which to attain it, and goes on to specify what 
kinds of designs are better suited to attain it than others. Unfortunately 
for those who think that the departments in a university reflect meaning
ful divisions of knowledge, it means that psychologists have to look out
side psychology if they want to explain what the parts of the mind are for. 
To understand sight, we have to look to optics and computer vision 
systems. To understand movement, we have to look to robotics. To 
understand sexual and familial feelings, we have to look to Mendelian 
genetics. To understand cooperation and conflict, we have to look to the 
mathematics of games and to economic modeling. 

Once we have a spec sheet for a well-designed mind, we can see 
whether Homo sapiens has that kind of mind. We do the experiments or 
surveys to get the facts down about a mental faculty, and then see 
whether the faculty meets the specs: whether it shows signs of precision, 
complexity, efficiency, reliability, and specialization in solving its assigned 
problem, especially in comparison with the vast number of alternative 
designs that are biologically growable. 

The logic of reverse-engineering has guided researchers in visual per
ception for over a century, and that may be why we understand vision 
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better than we understand any other part of the mind. There is no reason 
that reverse-engineering guided by evolutionary theory should not bring 
insight about the rest of the mind. An interesting example is a new the
ory of pregnancy sickness (traditionally called "morning sickness") by the 
biologist Margie Profet. Many pregnant women become nauseated and 
avoid certain foods. Though their sickness is usually explained away as a 
side effect of hormones, there is no reason that hormones should induce 
nausea and food aversions rather than, say, hyperactivity, aggressiveness, 
or lust. The Freudian explanation is equally unsatisfying: that pregnancy 
sickness represents the woman's loathing of her husband and her uncon
scious desire to abort the fetus orally. 

Profet predicted that pregnancy sickness should confer some benefit 
that offsets the cost of lowered nutrition and productivity. Ordinarily, 
nausea is a protection against eating toxins: the poisonous food is ejected 
from the stomach before it can do much harm, and our appetite for sim
ilar foods is reduced in the future. Perhaps pregnancy sickness protects 
women against eating or digesting foods with toxins that might harm the 
developing fetus. Your local Happy Carrot Health Food Store notwith
standing, there is nothing particularly healthy about natural foods. Your 
cabbage, a Darwinian creature, has no more desire to be eaten than you 
do, and since it can't very well defend itself through behavior, it resorts to 
chemical warfare. Most plants have evolved dozens of toxins in their tis
sues: insecticides, insect repellents, irritants, paralytics, poisons, and 
other sand to throw in herbivores' gears. Herbivores have in turn evolved 
countermeasures, such as a liver to detoxify the poisons and the taste 
sensation we call bitterness to deter any further desire to ingest them. 
But the usual defenses may not be enough to protect a tiny embryo. 

So far this may not sound much better than the barf-up-your-baby 
theory, but Profet synthesized hundreds of studies, done independently 
of each other and of her hypothesis, that support it. She meticulously 
documented that (1) plant toxins in dosages that adults tolerate can 
cause birth defects and induce abortion when ingested by pregnant 
women; (2) pregnancy sickness begins at the point when the embryo's 
organ systems are being laid down and the embryo is most vulnerable to 
teratogens (birth defect—inducing chemicals) but is growing slowly and 
has only a modest need for nutrients; (3) pregnancy sickness wanes at 
the stage when the embryo's organ systems are nearly complete and its 
biggest need is for nutrients to allow it to grow; (4) women with preg
nancy sickness selectively avoid bitter, pungent, highly flavored, and 
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novel foods, which are in fact the ones most likely to contain toxins; (5) 

women's sense of smell becomes hypersensitive during the window of 

pregnancy sickness and less sensitive than usual thereafter; (6j) foraging 

peoples (including, presumably, our ancestors) are at even higher risk of 

ingesting plant toxins, because they eat wild plants rather than domesti

cated crops bred for palatability; (7) pregnancy sickness is universal 

across human cultures; (8) women with more severe pregnancy sickness 

are less likely to miscarry; (9) women with more severe pregnancy sick

ness are less likely to bear babies with birth defects. The fit between how 

a baby-making system in a natural ecosystem ought to work and how the 

feelings of modern women do work is impressive, and gives a measure of 

confidence that Profet's hypothesis is correct. 

I he human mind is a product of evolution, so our mental organs are 
either present in the minds of apes (and perhaps other mam'maU and 
vertebrates) or arose from overhauling the minds of apes, specifirally, the 
common ancestors of humans and chimpanzees that lived ajbout six mil
lion years ago in Africa. Many titles of books on human evolution remind 
us of this fact: The Naked Ape, The Electric Ape, Tfae Scented Ape, The 
Lopsided Ape, The Aquatic Ape, The Thinking Ave, The Human Ape, The 
Ape That Spoke, The Third Chimpanzee, The Chosen Primate. Some 
authors are militant that humans are barely different from chimpanzees 
and that any focus on specifically h*fman talents is arrogant chauvinism 
or tantamount to creationism. Por some readers that is a reductio ad 
absurdum of the evolutionaryrramework. If the theory says that man "at 
best is only a monkey shayed," as Gilbert and Sullivan put it in Princess 
Ida, then it fails to explain the obvious fact that men and monkeys have 
different minds. / 

We are naked, lopsided apes that speak, but we also have minds that 
differ considerably from those of apes. The outsize brain of Homo sapiens 
sapiens is, by any standard, an extraordinary adaptation. It has allowed us 
to inhabit every ecosystem on earth, reshape the planet, walk on the 
moon, and discover the secrets of the physical universe. Chimpanzees, 
for all ineir vaunted intelligence, are a threatened species clinging to a 
few/patches of forest and living as they did millions of years ] ago. Our 
-curiosity about this difference demands more than repeating that we 
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share most of our DNA with chimpanzees and that small changes can 
have big effects. Three hundred thousand generations and up to ten 
megabytes of potential genetic information are enough to revamp a mind 
considerably. Indeed, minds are probably easier to revamp than bodies 
because software is easier to modify than hardware. We should not be 
surprised to discover impressive new cognitive abilities in humans, lan
guage being just the most obvious one. 

None of this is incompatible with the theory of evolution. Evolution is 
a conservative process, to be sure, but it can't be all that conservative or 
we would all be pond scum. Natural selection introduces differences 
into descendants by fitting them with specializations that adapt them to 
different niches. Any museum of natural history has examples of com
plex organs unique to a species or to a group of related species: the ele
phant's trunk, the narwhal's tusk, the whale's baleen, the platypus' 
duckbill, the armadillo's armor. Often they evolve rapidly on the geologi
cal timescale. The first whale evolved in something like ten million years 
from its common ancestor with its closest living relatives, ungulates such 
as cows and pigs. A book about whales could, in the spirit of the human-

I evolution books, be called The Naked Cow, but it would be disappointing 
/ if the book spent every page marveling at the similarities between whales 

/ and cows and never got around to discussing the adaptations that make 
I them so different. 

To say that the mind is an evolutionary adaptation is not to say that all 
behavior is adaptive in Darwin's sense. Natural selection is not a 
guardian angel that hovers over us making sure that our behavior always 
maximizes biological fitness. Until recently, scientists with an evolution
ary bent felt a responsibility to account for acts that seem like Darwinian 
suicide, such as celibacy, adoption, and contraception. Perhaps, they 
ventured, celibate people have more time to raise large broods of nieces 
and nephews and thereby propagate more copies of their genes than they 
would if they had their own children. This kind of stretch is unnecessary, 
however. The reasons, first articulated by the anthropologist Donald 
Symons, distinguish evolutionary psychology from the school of thought 
in the 1970s and 1980s called sociobiology (though there is much over
lap between the approaches as well). 
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First, selection operates over thousands of generations. For ninety-
nine percent of human existence, people lived as foragers j in small 
nomadic bands. Our brains are adapted to that long-vanished way of life, 
not to brand-new agricultural and industrial civilizations. They are not 
wired to cope with anonymous crowds, schooling, written language, gov
ernment, police, courts, armies, modern medicine, formal social institu
tions, high technology, and other newcomers to the human experience. 
Since the modern mind is adapted to the Stone Age, not the computer 
age, there is no need to strain for adaptive explanations for everything we 
do. Our ancestral environment lacked the institutions that now entice 
us to nonadaptive choices, such as religious orders, adoption agencies, 
and pharmaceutical companies, so until very recently there was never 
a selection pressure to resist the enticements. Had the Pleistocene 
savanna contained trees bearing birth-control pills, we might have 
evolved to find them as terrifying as a venomous spider. 

Second, natural selection is not a puppetmaster that pulls the strings 
of behavior directly. It acts by designing the generator of behavior: the 
package of information-processing and goal-pursuing mechanisms called 
the mind. Our minds are designed to generate behavior that would have 
been adaptive, on average, in our ancestral environment, but any particu
lar deed done today is the effect of dozens of causes. Behavior is the out
come of an internal struggle among many mental modules, and it is 
played out on the chessboard of opportunities and constraints defined by 
other people's behavior. A recent cover story in Time asked, "Adultery: Is 
It in Our Genes?" The question makes no sense because neither adultery 
nor any other behavior can be in our genes. Conceivably a desire for adul
tery can be an indirect product of our genes, but the desire may be over
ridden by other desires that are also indirect products of our genes, such 
as the desire to have a trusting spouse. And the desire, even if it prevails 
in the rough-and-tumble of the mind, cannot be consummated as overt 
behavior unless there is a partner around in whom that desire has also 
prevailed. Behavior itself did not evolve; what evolved was the mind. 

Reverse-engineering is possible only when one has a hint of what the 
device was designed to accomplish. We do not understand theolive-pit-
ter until we catch on that it was designed as a machine for pitting olives 
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rather than as a paperweight or wrist-exerciser. The goals of the designer 
must be sought for every part of a complex device and for the device as a 
whole. Automobiles have a component, the carburetor, tharts designed 
to mix air and gasoline, and mixing air and gasoline is af swbgoal of the 
ultimate goal, carting people around. Though the mo/Cess of natural 
selection itself has no goal, it evolved entities that tlik/e the automobile) 
are highly organized to bring about certain goals' and subgoals. To 
reverse-engineer the mind, we must sort them out/and identify the ulti
mate goal in its design. Was the human mind yAtitmately designed to cre
ate beauty? To discover truth? To love and trfySvork? To harmonize with 
other human beings and with nature? / 

The logic of natural selection gives thef answer. The ultimate goal that 
the mind was designed to attain is maximizing the number of copies of 
the genes that created it. Natural selection cares only about the long-
term fate of entities that replicate"; that is, entities that retain a stable 
identity across many generation? of copying. It predicts only that replica
tors whose effects tend to ennance the probability of their own replica
tion come to predominate/When we ask questions like "Who or what is 
supposed to benefit frqjn an adaptation?" and "What is a design in living 
things a design /or?"/tne theory of natural selection provides the answer: 
the long-term stable replicators, genes. Even our bodies, our selves, are 
not the ultimate beneficiary of our design. As Gould has said, "What is 
the 'individual reproductive success' of which Darwin speaks? It cannot 
be the passage of one's body into the next generation—for, truly, you 
can't take it with you in this sense above all!" The criterion by which 
genesr get selected is the quality of the bodies they build, but it is the 
gejnes making it into the next generation, not the perishable bodies, that 
Are selected to live and fight another day. 

Though there are some holdouts (such as Gould himself), the gene's-
eye view predominates in evolutionary biology and has been a stunning 
success. It has asked, and is finding answers to, the deepest questions 
about life, such as how life arose, why there are cells, why there are bod
ies, why there is sex, how the genome is structured, why animals interact 
socially, and why there is communication. It is as indispensable to 
researchers in animal behavior as Newton's laws are to mechanical engi
neers. 

But almost everyone misunderstands the theory. Contrary to popular 
belief, the gene-centered theory of evolution does not imply that the 
point of all human striving is to spread our genes. With the exception of 



44 | HOW THE MIND WORKS 

the fertility doctor who artificially inseminated patients with his own 
semen, the donors to the sperm bank for Nobel Prize winners, and other 
kooks, no human being (or animal) strives to spread his or her genes. 
Dawkins explained the theory in a book called The Selfish Gene, and the 
metaphor was chosen carefully. People don't selfishly spread their genes; 
genes selfishly spread themselves. They do it by the way they build our 
brains. By making us enjoy life, health, sex, friends, and children, the 
genes buy a lottery ticket for representation in the next generation, with 
odds that were favorable in the environment in which we evolved. Our 
goals are subgoals of the ultimate goal of the genes, replicating them
selves. But the two are different. As far as we are concerned, our goals, 
conscious or unconscious, are not about genes at all, but about health 
and lovers and children and friends. : 

The confusion between our goals and our genes' goals has spawned 
one muddle after another. A reviewer of a book about the evolution of 
sexuality protests that human adultery, unlike the animal equivalent, 
cannot be a strategy to spread the genes because adulterers take steps to 
prevent pregnancy. But whose strategy are we talking about? Sexual 
desire is not people's strategy to propagate their genes. It's people's strat
egy to attain the pleasures of sex, and the pleasures of sex are the genes' 
strategy to propagate themselves. If the genes don't get propagated, it's 
because we are smarter than they are. A book on the emotional life of 
animals complains that if altruism according to biologists is justj helping 
kin or exchanging favors, both of which serve the interests of one's genes, 
it would not really be altruism after all, but some kind of hypocrjisy. This 
too is a mixup. Just as blueprints don't necessarily specify blue buildings, 
selfish genes don't necessarily specify selfish organisms. As we shall see, 
sometimes the most selfish thing a gene can do is to build a> selfless 
brain. Genes are a play within a play, not the interior monologue of the 
players. 

P S Y C H O L O G I C A L CORRECTNESS 

The evolutionary psychology of this book is a departure from the domi
nant view of the human mind in our intellectual tradition, which Tooby 
and Cosmides have dubbed the Standard Social Science Model (SSSM). 
The SSSM proposes a fundamental division between biology and cul-
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ture. Biology endows humans with the five senses, a few drives like 
hunger and fear, and a general capacity to learn. But biological evolution, 
according to the SSSM, has been superseded by cultural evolution. Cul
ture is an autonomous entity that carries out a desire to perpetuate itself 
by setting up expectations and assigning roles, which can vary arbitrarily 
from society to society. Even the reformers of the SSSM have accepted 
its framing of the issues. Biology is "just as important as" culture, say the 
reformers; biology imposes "constraints" on behavior, and all behavior is 
a mixture of the two. 

The SSSM not only has become an intellectual orthodoxy but has 
acquired a moral authority. When sociobiologists first began to challenge 
it, they met with a ferocity that is unusual even by the standards of acad
emic invective. The biologist E. O. Wilson was doused with a pitcher of 
ice water at a scientific convention, and students yelled for his dismissal 
over bullhorns and put up posters urging people to bring noisemakers to 
his lectures. Angry manifestos and book-length denunciations were pub
lished by organizations with names like Science for the People and The 
Campaign Against Racism, IQ, and the Class Society. In Not in Our 
Genes, Richard Lewontin, Steven Rose, and Leon Kamin dropped innu-
endos about Donald Symons' sex life and doctored a defensible passage 
of Richard Dawkins' into an insane one. (Dawkins said of the genes, 
"They created us, body and mind"; the authors have quoted it repeatedly 
as "They control us, body and mind.") When Scientific American ran an 
article on behavior genetics (studies of twins, families, and adoptees), 
they entitled it "Eugenics Revisited," an allusion to the discredited move
ment to improve the human genetic stock. When the magazine covered 
evolutionary psychology, they called the article "The New Social Darwin
ists," an allusion to the nineteenth-century movement that justified 
social inequality as part of the wisdom of nature. Even one of sociobiol-
ogy's distinguished practitioners, the primatologist Sarah Blaffer Hrdy, 
said, "I question whether sociobiology should be taught at the high 
school level, or even the undergraduate level. . . . The whole message of 
sociobiology is oriented toward the success of the individual. It's Machi
avellian, and unless a student has a moral framework already in place, we 
could be producing social monsters by teaching this. It really fits in very 
nicely with the yuppie 'me first' ethos." 

Entire scholarly societies joined in the fun, passing votes on empirical 
issues that one might have thought would be hashed out in the lab and 
the field. Margaret Mead's portrayal of an idyllic, egalitarian Samoa was 
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one of the founding documents of the SSSM, and when the anthropolo

gist Derek Freeman showed that she got the facts spectacularly wrong, 

the American Anthropological Association voted at its business meeting 

to denounce his finding as unscientific. In 1986, twenty social scientists 

at a "Brain and Aggression" meeting drafted the Seville Statement on 

Violence, subsequently adopted by UNESCO and endorsed by several sci

entific organizations. The statement claimed to "challenge a number of 

alleged biological findings that have been used, even by some in our dis

ciplines, to justify violence and war": 

It is scientifically incorrect to say that we have inherited a tendency to 
make war from our animal ancestors. 

It is scientifically incorrect to say that war or any other violent behavior 
is genetically programmed into our human nature. 

It is scientifically incorrect to say that in the course of human evolu
tion there has been a selection for aggressive behavior more than for 
other kinds of behavior. 

It is scientifically incorrect to say that humans have a "violent brain." 
It is scientifically incorrect to say that war is caused by "instinct" or 

any single motivation. . . . We conclude that biology does not condemn 
humanity to war, and that humanity can be freed from the bondage of 
biological pessimism and empowered with confidence to undertake the 
transformative tasks needed in the International Year of Peace and in the 
years to come. 

What moral certainty could have incited these scholars to doctor quo
tations, censor ideas, attack the ideas' proponents ad hominem, smear 
them with unwarranted associations to repugnant political movements, 
and mobilize powerful institutions to legislate what is correct and incor
rect? The certainty comes from an opposition to three putative implica
tions of an innate human nature. 

First, if the mind has an innate structure, different people (or differ
ent classes, sexes, and races) could have different innate structures. That 
would justify discrimination and oppression. 

Second, if obnoxious behavior like aggression, war, rape, clannish-
ness, and the pursuit of status and wealth are innate, that would make 
them "natural" and hence good. And even if they are deemed objection
able, they are in the genes and cannot be changed, so attempts at social 
reform are futile. 

Third, if behavior is caused by the genes, then individuals cannot be 
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held responsible for their actions. If the rapist is following a biological 
imperative to spread his genes, it's not his fault. 

Aside perhaps from a few cynical defense lawyers and a lunatic fringe 
who are unlikely to read manifestos in the New York Review of Books, no 
one has actually drawn these mad conclusions. Rather, they are thought 
to be extrapolations that the untutored masses might draw, so the dan
gerous ideas must themselves be suppressed. In fact, the problem with 
the three arguments is not that the conclusions are so abhorrent that no 
one should be allowed near the top of the slippery slope that leads to 
them. The problem is that there is no such slope; the arguments are non 
sequiturs. To expose them, one need only examine the logic of the theo
ries and separate the scientific from the moral issues. 

My point is not that scientists should pursue the truth in their ivory 
tower, undistracted by moral and political thoughts. Every human act 
involving another living being is both the subject matter of psychology 
and the subject matter of moral philosophy, and both are important. But 
they are not the same thing. The debate over human nature has been 
muddied by an intellectual laziness, an unwillingness to make moral 
arguments when moral issues come up. Rather than reasoning from prin
ciples of rights and values, the tendency has been to buy an off-the-shelf 
moral package (generally New Left or Marxist) or to lobby for a feel-good 
picture of human nature that would spare us from having to argue moral 
issues at all. 

The moral equation in most discussions of human nature is simple: 
innate equals right-wing equals bad. Now, many hereditarian movements 
have been right-wing and bad, such as eugenics, forced sterilization, 
genocide, discrimination along racial, ethnic, and sexual lines, and the 
justification of economic and social castes. The Standard Social Science 
Model, to its credit, has provided some of the grounds that thoughtful 
social critics have used to undermine these practices. 

But the moral equation is wrong as often as it is right. Sometimes left-
wing practices are just as bad, and the perpetrators have tried to justify 
them using the SSSM's denial of human nature. Stalin's purges, the 
Gulag, Pol Pot's killing fields, and almost fifty years of repression in 
China—all have been justified by the doctrine that dissenting ideas 
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reflect not the operation of rational minds that have come to; different 
conclusions, but arbitrary cultural products that can be eradicated by re-
engineering the society, "re-educating" those who were tainted by the old 
upbringing, and, if necessary, starting afresh with a new generation of 
slates that are still blank. ; 

And sometimes left-wing positions are right because the denial of 
human nature is wrong. In Hearts and Minds, the 1974 documentary 
about the war in Vietnam, an American officer explains that we cannot 
apply our moral standards to the Vietnamese because their culture does 
not place a value on individual lives, so they do not suffer as we do when 
family members are killed. The director plays the quote over footage of 
wailing mourners at the funeral of a Vietnamese casualty, reminding us 
that the universality of love and grief refutes the officer's horrifying ratio
nalization. For most of this century, guilty mothers have endured inane 
theories blaming them for every dysfunction or difference in their chil
dren (mixed messages cause schizophrenia, coldness causes autism, 
domineering causes homosexuality, lack of boundaries causes anorexia, 
insufficient "motherese" causes language disorders). Menstrual cramps, 
pregnancy sickness, and childbirth pain have been dismissed as women's 
"psychological" reactions to cultural expectations, rather than being 
treated as legitimate health issues. s 

The foundation of individual rights is the assumption that people have 
wants and needs and are authorities on what those wants and needs are. If 
people's stated desires were just some kind of erasable inscription or repro
grammable brainwashing, any atrocity could be justified. (Thus it is ironic 
that fashionable "liberation" ideologies like those of Michel Foucault and 
some academic feminists invoke a socially conditioned "interiorized 
authority," "false consciousness," or "inauthentic preference" to explain 
away the inconvenient fact that people enjoy the things that are alleged to 
oppress them.) A denial of human nature, no less than an emphasis on it, 
can be warped to serve harmful ends. We should expose whatever ends are 
harmful and whatever ideas are false, and not confuse the two. 

So what about the three supposed implications of an innate human 
nature? The first "implication"—that an innate human nature^ implies 
innate human differences—is no implication at all. The mental machin-
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ery I argue for is installed in every neurologically normal human being. 
The differences among people may have nothing to do with the design of 
that machinery. They could very well come from random variations in the 
assembly process or from different life histories. Even if the differences 
were innate, they could be quantitative variations and minor quirks in 
equipment present in all of us (how fast a module works, which module 
prevails in a competition inside the head) and are not necessarily any 
more pernicious than the kinds of innate differences allowed in the Stan
dard Social Science Model (a faster general-purpose learning process, a 
stronger sex drive). 

A universal structure to the mind is not only logically possible but 
likely to be true. Tooby and Cosmides point out a fundamental conse
quence of sexual reproduction: every generation, each person's blueprint 
is scrambled with someone else's. That means we must be qualitatively 
alike. If two people's genomes had designs for different kinds of 
machines, like an electric motor and a gasoline engine, the new pastiche 
would not specify a working machine at all. Natural selection is a 
homogenizing force within a species; it eliminates the vast majority of 
macroscopic design variants because they are not improvements. Nat
ural selection does depend on there having been variation in the past, 
but it feeds off the variation and uses it up. That is why all normal people 
have the same physical organs, and why we all surely have the same 
mental organs as well. There are, to be sure, microscopic variations 
among people, mostly small differences in the molecule-by-molecule 
sequence of many of our proteins. But at the level of functioning organs, 
physical and mental, people work in the same ways. Differences among 
people, for all their endless fascination to us as we live our lives, are of 
minor interest when we ask how the mind works. The same is true for 
differences—whatever their source—between the averages of entire 
groups of people, such as races. 

The sexes, of course, are a different matter. The male and female repro
ductive organs are a vivid reminder that qualitatively different designs are 
possible for the sexes, and we know that the differences come from the 
special gadget of a genetic "switch," which triggers a line of biochemical 
dominoes that activate and deactivate families of genes throughout the 
brain and body. 1 will present evidence that some of these effects cause 
differences in how the mind works. In another of the ironies that run 
through the academic politics of human nature, this evolution-inspired 
research has proposed sex differences that are tightly focused on repro-
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duction and related domains, and are far less invidious than the differ
ences proudly claimed by some schools of feminism. Among the claims 
of "difference feminists" are that women do not engage in abstract linear 
reasoning, that they do not treat ideas with skepticism or evaluate them 
through rigorous debate, that they do not argue from general moral prin
ciples, and other insults. 

But ultimately we cannot just look at who is portrayed more flatter
ingly; the question is what to make of any group differences we do stum
ble upon. And here we must be prepared to make a moral argument. 
Discrimination against individuals on the basis of their race, sex, or eth
nicity is wrong. The argument can be defended in various ways that have 
nothing to do with the average traits of the groups. One might argue that 
it is unfair to deny a social benefit to individuals because of factors they 
cannot control, or that a victim of discrimination experiences it as a 
uniquely painful sting, or that a group of victims is liable to react with 
rage, or that discrimination tends to escalate into horrors like slavery and 
genocide. (Those who favor affirmative action could acknowledge that 
reverse discrimination is wrong but argue that it undoes an even greater 
wrong.) None of these arguments is affected by anything any scientist 
will ever claim to discover. The final word on the political non-implica
tions of group differences must go to Gloria Steinem: "There are really 
not many jobs that actually require a penis or a vagina, and all the other 
occupations should be open to everyone." 

I he fallacy of the second supposed implication of a human i nature— 
that if our ignoble motives are innate, they can't be so bad after all—is so 
obvious it has been given a name: the naturalistic fallacy, that what hap
pens in nature is right. Forget the romantic nonsense in wildlife docu
mentaries, where all creatures great and small act for the greater good 
and the harmony of the ecosystem. As Darwin saidj^Wnat a book a 
devil's chaplain might write on the clumsy, wast^fatTulundering, low, and 
horribly cruel works of nature!" A c]a«*icexample is the ichneumon 
wasp, who paralyzes a caterpijla*,^rid lays eggs in its body so her hatch-
lings can slowly devourjts'fiving flesh from the inside. 

Like many speeies, Homo sapiens is a nasty business. Recorded his
tory from the'Bible to the present is a story of murder, rape, and war, and 
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honest ethnography shows that foraging peoples, like the rest of us, are 
more savage than noble. The !Kung San of the Kalahari Desert aje-eften 
held out as a relatively peaceful people, and so they are^cjarnpared with 
other foragers: their murder rate is only as high as^Betroit's. A linguist 
friend of mine who studies the Wari in the^Afnazon rainforest learned 
that their language has a term for ediWethings, which includes anyone 
who isn't a Wari. Of coursejjarfians don't have an "instinct for war" or a 
"violent brain," as tfje-'Seville Statement assures us, but humans don't 
exactly haveaiHnstinct for peace or a nonviolent brain, either. We can
not attribute all of human history and ethnography to toy guns and 
sufJerhero cartoons. 

Does that mean that "biology condemns man to war" (or rape or mur
der or selfish yuppies) and that any optimism about reducing it should be 
snuffed out? No one needs a scientist to make the moral point that war 
is not healthy for children and other living things, or the empirical point 
that some places and periods are vastly more peaceable than others and 
that we should try to understand and duplicate what makes them so. And 
no one needs the bromides of the Seville Statement or its disinformation 
that war is unknown among animals and that their dominance hierar
chies are a form of bonding and affiliation that benefits the group. What 
could not hurt is a realistic understanding of the psychology of human 
malevolence. For what it's worth, the theory of a module-packed mind 
allows both for innate motives that lead to evil acts and for innate 
motives that can avert them. Not that this is a unique discovery of evolu
tionary psychology; all the major religions observe that mental life is 
often a struggle between desire and conscience. 

When it comes to the hopes of changing bad behavior, the conven
tional wisdom again needs to be inverted: a complex human nature may 
allow more scope for change than the blank slate of the Standard Social 
Science Model. A richly structured mind allows for complicated negotia
tions inside the head, and one module could subvert the ugly designs of 
another one. In the SSSM, in contrast, upbringing is often said to have 
an insidious and irreversible power. "Is it a boy or a girl?" is the first ques
tion we ask about a new human being, and from then on parents treat 
their sons and daughters differently: they touch, comfort, breast-feed, 
indulge, and talk to boys and girls in unequal amounts. Imagine that this 
behavior has long-term consequences on the children, which include all 
the documented sex differences and a tendency to treat their children 
differently from birth. Unless we stationed parenting police in the mater-
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nity ward, the circle would be complete and irrevocable. Culture would 
condemn women to inferiority, and we would be enslaved to the bondage 
of cultural pessimism, disempowered by self-doubt from undertaking 
transformative tasks. 

Nature does not dictate what we should accept or how we should live 
our lives. Some feminists and gay activists react with fury to the banal 
observations that natural selection designed women in part for growing 
and nursing children and that it designed both men and women for het
erosexual sex. They see in those observations the sexist and homophobic 
message that only traditional sexual roles are "natural" and that alterna
tive lifestyles are to be condemned. For example, the novelist Mary Gor
don, mocking a historian's remark that what all women have in common 
is the ability to bear children, wrote, "If the defining quality of being a 
woman is the ability to bear children, then not bearing children (as, for 
instance, Florence Nightingale and Greta Garbo did not) is somehow a 
failure to fulfill your destiny." I'm not sure what "the defining quality of 
being a woman" and "fulfilling your destiny" even mean, but I do know 
that happiness and virtue have nothing to do with what natural selection 
designed us to accomplish in the ancestral environment. They are for us 
to determine. In saying this I am no hypocrite, even though I am a con
ventional straight white male. Well into my procreating years I am, so far, 
voluntarily childless, having squandered my biological resources reading 
and writing, doing research, helping out friends and students, and jog
ging in circles, ignoring the solemn imperative to spread my genes. By 
Darwinian standards I am a horrible mistake, a pathetic loser, not one 
iota less than if I were a card-carrying member of Queer Nation. But I 
am happy to be that way, and if my genes don't like it, they can go jump 
in the lake. 

Finally, what about blaming bad behavior on our genes? The neurbscien-
tist Steven Rose, in a review of a book by E. O. Wilson in which Wilson 
wrote that men have a greater desire for polygamy than women, accused 
him of really saying, "Don't blame your mates for sleeping around, ladies, 
it's not their fault they are genetically programmed." The title of Rose's 
own book with Lewontin and Kamin, Not in Our Genes, is an allusion to 
Julius Caesar: 
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Men at some time are masters of their fates: 
The fault, dear Brutus, lies not in our stars, 
But in ourselves . . . 

For Cassius, the programming that was thought to excuse human faults 
was not genetic but astrological, and that raises a key point. Any cause of 
behavior, not just the genes, raises the question of free will and responsi
bility. The difference between explaining behavior and excusing it is an 
ancient theme of moral reasoning, captured in the saw "To understand is 
not to forgive." 

In this scientific age, "to understand" means to try to explain behavior 
as a complex interaction among (1) the genes, (2) the anatomy of the 
brain, (3) its biochemical state, (4) the person's family upbringing, (5) 
the way society has treated him or her, and (6) the stimuli that impinge 
upon the person. Sure enough, every one of these factors, not just the 
stars or the genes, has been inappropriately invoked as the source of our 
faults and a claim that we are not masters of our fates. 

(1) In 1993 researchers identified a gene that was associated with 
uncontrollable violent outbursts. ("Think of the implications," one 
columnist wrote. "We may someday have a cure for hockey.") Soon after
ward came the inevitable headline: "Man's Genes Have Made Him Kill, 
His Lawyers Claim." 

(2) In 1982 an expert witness in the insanity defense of John Hinck
ley, who had shot President Reagan and three other men to impress the 
actress Jodie Foster, argued that a CAT scan of Hinckley's brain showed 
widened sulci and enlarged ventricles, a sign of schizophrenia and thus 
an excusing mental disease or defect. (The judge excluded the evidence, 
though the insanity defense prevailed.) 

(3) In 1978 Dan White, having resigned from the San Francisco 
Board of Supervisors, walked into Mayor George Moscone's office and 
begged to be reinstated. When Moscone refused, White shot him dead, 
walked down the hall into the office of Supervisor Harvey Milk, and shot 
him dead too. White's lawyers successfully argued that at the time of his 
crime White had diminished capacity and had not committed a premed
itated act because his binges on sugary junk food played havoc with his 
brain chemistry. White was convicted of voluntary manslaughter and 
served five years, thanks to the tactic that lives on in infamy as the 
Twinkie Defense. Similarly, in what is now known as the PMS (premen-
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strual syndrome) Defense, raging hormones exonerated a surgeon who 
had assaulted a trooper who stopped her for drunk driving. 

(4) In 1989 Lyle and Erik Menendez burst into their millionaire par
ents' bedroom and killed them with a shotgun. After several months of 
showing off their new Porsches and Rolexes, they confessed to the shoot
ings. Their lawyers argued the case to a hung jury by claiming self-
defense, despite the fact that the victims had been lying in bed, 
unarmed, eating strawberries and ice cream. The Menendez boys, the 
lawyers said, had been traumatized into believing that their parents were 
going to kill them because they had been physically, sexually, and emo
tionally abused by the father for years. (In a new trial in 1996 they were 
convicted of murder and sent to prison for life.) 

(5) In 1994 Colin Ferguson boarded a train and began to shoot white 
people at random, killing six. The radical lawyer William Kunstler was 
prepared to defend him by invoking the Black Rage Syndrome, in which 
an African American can suddenly burst under the accumulated pres
sure of living in a racist society. (Ferguson rejected the offer and argued 
his own case, unsuccessfully.) 

(6) In 1992 a death-row inmate asked an appeals court to reduce 
his sentence for rape and murder because he had committed his 
crimes under the influence of pornography. The Pornography-Made-
Me-Do-It Defense is an irony for the schools of feminism that argue 
that biological explanations of rape reduce the rapist's responsibility 
and that a good tactic to fight violence against women is to blame it on 
pornography. 

As science advances and explanations of behavior become less fanciful, 
the Specter of Creeping Exculpation, as Dennett calls it, will loom larger. 
Without a clearer moral philosophy, any cause of behavior could fee taken 
to undermine free will and hence moral responsibility. Science is! guaran
teed to appear to eat away at the will, regardless of what it finds, because 
the scientific mode of explanation cannot accommodate the mysterious 
notion of uncaused causation that underlies the will. If scientists wanted 
to show that people had free will, what would they look for? Some random 
neural event that the rest of the brain amplifies into a signal triggering 
behavior? But a random event does not fit the concept of free will any 
more than a lawful one does, and could not serve as the long-sought locus 
of moral responsibility. We would not find someone guilty if his finger 
pulled the trigger when it was mechanically connected to a roulette wheel; 
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why should it be any different if the roulette wheel is inside his skull? The 
same problem arises for another unpredictable cause that has been sug
gested as the source of free will, chaos theory, in which, according to the 
cliche, a butterfly's flutter can set off a cascade of events culminating in a 
hurricane. A fluttering in the brain that causes a hurricane of behavior, if it 
were ever found, would still be a cause of behavior and would not fit the 
concept of uncaused free will that underlies moral responsibility. Tv^^C^f-t 

Either we dispense with all morality as an unscientific superstition,^^^^h^jr 
or we find a way to reconcile causation (genetic or otherwise) with ^ r^v^ 
responsibility and free will. I doubt that our puzzlement will ever be "\ **"•*; 
completely assuaged, bu: we can surely reconcile them in part. L i ke ' ^ j v^ j? 
many philosophers, I bel eve that science and ethics are two self-con- i i 

\ J 'i 
poker and bridge are difierent games played with the same fifty-two- . ' 
tained systems played out among the same entitk s in the world, just as \ 

card deck. The science game treats people as material objects, and i t s ^ 
rules are the physical processes that cause behavior through natural'""^' 
selection and neurophysiology. The ethics game treats people as equiva- *^ j 
lent, sentient, rational, free-willed agents, and its rules are the calculus 
that assigns moral value to behavior through the behavior's inherent 
nature or its consequences. 

Free will is an idealization of human beings that makes the ethics 
game playable. Euclidean geometry requires idealizations like infinite 
straight lines and perfect circles, and its deductions are sound and useful 
even though the world does not really have infinite straight lines or per
fect circles. The world is close enough to the idealization that the theorems 
can usefully be applied. Similarly, ethical theory requires idealizations like 
free, sentient, rational, equivalent agents whose behavior is uncaused, 
and its conclusions can be sound and useful even though the world, as 
seen by science, does not really have uncaused events. As long as there is 
no outright coercion or gross malfunction of reasoning, the world is close 
enough to the idealization of free will that moral theory can meaningfully 
be applied to it. 

Science and morality are separate spheres of reasoning. Only by rec
ognizing them as separate can we have them both. If discrimination is 
wrong only if group averages are the same, if war and rape and greed are 
wrong only if people are never inclined toward them, if people are 
responsible for their actions only if the actions are mysterious, then 
either scientists must be prepared to fudge their data or all of us must be 
prepared to give up our values. Scientific arguments would turn into the 



56 | HOW THE MIND WORKS 

National Lampoon cover showing a puppy with a gun at its head and the 
caption "Buy This Magazine or We'll Shoot the Dog." 

The knife that separates causal explanations of behavior from moral 
responsibility for behavior cuts both ways. In the latest twis;t in the 
human-nature morality play, a chromosomal marker for homosexuality 
in some men, the so-called gay gene, was identified by the gpneticist 
Dean Hamer. To the bemusement of Science for the People, this time it 
is the genetic explanation that is politically correct. Supposedly it refutes 
right-wingers like Dan Quayle, who had said that homosexuality "is 
more of a choice than a biological situation. It is a wrong choice." The 
gay gene has been used to argue that homosexuality is not a choice for 
which gay people can be held responsible but an involuntary orientation 
they just can't help. But the reasoning is dangerous. The gay gene could 
just as easily be said to influence some people to choose homosexuality. 
And like all good science, Hamer's result might be falsified someday, 
and then where would we be? Conceding that bigotry against gay people 
is OK after all? The argument against persecuting gay people must be 
made not in terms of the gay gene or the gay brain but in terms of peo
ple's right to engage in private consensual acts without discrimination or 
harassment. 

The cloistering of scientific and moral reasoning in separate arenas 
also lies behind my recurring metaphor of the mind as a machine, of peo
ple as robots. Does this not dehumanize and objectify people and lead us 
to treat them as inanimate objects? As one humanistic scholar lucidly 
put it in an Internet posting, does it not render human experience 
invalid, reifying a model of relating based on an I-It relationship, and 
delegitimating all other forms of discourse with fundamentally destruc
tive consequences to society? Only if one is so literal-minded that one 
cannot shift among different stances in conceptualizing people for differ
ent purposes. A human being is simultaneously a machine and a -sentient 
free agent, depending on the purpose of the discussion, just as he is also 
a taxpayer, an insurance salesman, a dental patient, and two hundred 
pounds of ballast on a commuter airplane, depending on the purpose of 
the discussion. The mechanistic stance allows us to understand what 
makes us tick and how we fit into the physical universe. When those dis
cussions wind down for the day, we go back to talking about each other 
as free and dignified human beings. 
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The confusion of scientific psychology with moral and political goals, and 
the resulting pressure to believe in a structureless mind, have rippled per
niciously through the academy and modern intellectual discourse. Many 
of us have been puzzled by the takeover of humanities departments by the 
doctrines of postmodernism, poststructuralism, and deconstructionism, 
according to which objectivity is impossible, meaning is self-contradic
tory, and reality is socially constructed. The motives become clearer when 
we consider typical statements like "Human beings have constructed and 
used gender—human beings can deconstruct and stop using gender," and 
"The heterosexual/homosexual binary is not in nature, but is socially con
structed, and therefore deconstructable." Reality is denied to categories, 
knowledge, and the world itself so that reality can be denied to stereo
types of gender, race, and sexual orientation. The doctrine is basically a 
convoluted way of getting to the conclusion that oppression of women, 
gays, and minorities is bad. And the dichotomy between "in nature" and 
"socially constructed" shows a poverty of the imagination, because it 
omits a third alternative: that some categories are products of a complex 
mind designed to mesh with what is in nature. ^__ ,̂ 

Mainstream social critics, too, can state any absurdityi£ifc"fits the 
Standard Social Science Model. Little boys are encoujagea to argue and 
fight. Children learn to associate sweets witlj^pieasure because parents 
use sweets as a reward for eating spina«rLTeenagers compete in looks 
and dress because they follow^he example set by spelling bees and 
award ceremonies. Men ape-Hocialized into believing that the goal of sex 
is an orgasm. Eighty^year-old women are considered less physically 
attractive thajXwenty-year-olds because our phallic culture has turned 
the young'girl into the cult object of desire. It's not just that there is no 
evidence for these astonishing claims, but it is hard to credit that the 
authors, deep down, believe them themselves. These kinds of claims are 
uttered without concern for whether they are true; they are part of the 
secular catechism of our age. 

Contemporary social commentary rests on archaic conceptions of the 
mind. Victims burst under the pressure, boys are conditioned to do this, 
women are brainwashed to value that, girls are taught to be such-and-
such. Where do these explanations come from? From the nineteenth-
century hydraulic model of Freud, the drooling dogs and key-pressing 
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vermin of behaviorism, the mind-control plots of bad cold-war movies, 
the wide-eyed, obedient children of Father Knows Best. 

But when we look around us, we sense that these simplistic theories 
just don't ring true. Our mental life is a noisy parliament of competing 
factions. In dealing with others, we assume they are as complicated as 
we are, and we guess what they are guessing we are guessing they are 
guessing. Children defy their parents from the moment they are born, 
and confound all expectations thereafter: one overcomes horrific circum
stances to lead a satisfying life, another is granted every comfort but 
grows up a rebel without a cause. A modern state loosens its gripj, and its 
peoples enthusiastically take up the vendettas of their grandparents. And 
there are no robots. 

I believe that a psychology of many computational faculties engi
neered by natural selection is our best hope for a grasp on how the mind 
works that does justice to its complexity. But I won't convince you with 
the opening brief in this chapter. The proof must come from insight into 
problems ranging from how Magic Eye stereograms work to what makes 
a landscape beautiful to why we find the thought of eating worms dis
gusting to why men kill their estranged wives. Whether or not you are 
persuaded by the arguments so far, I hope they have provoked your 
thoughts and made you curious about the explanations to come. 



2 

THINKING MACHINES 

L ike many baby boomers, I was first exposed to problems in philos
ophy by traveling through another dimension, a dimension not 
only of sight and sound but of mind, taking a journey into a won

drous land whose boundaries are that of imagination. I am referring to 
The Twilight Zone, the campy television series by Rod Serling that was 
popular during my childhood. Philosophers often try to clarify difficult 
concepts using thought experiments, outlandish hypothetical situations 
that help us explore the implications of our ideas. The Twilight Zone 
actually staged them for the camera. 

One of the first episodes was called "The Lonely." James Corry is serv
ing a fifty-year sentence in solitary confinement on a barren asteroid nine 
million miles from Earth. Allenby, the captain of a supply ship that ser
vices the asteroid, takes pity on him and leaves a crate containing "Alicia," 
a robot that looks and acts like a woman. At first Corry is repulsed, but of 
course he soon falls deeply in love. A year later Allenby returns with the 
news that Corry has been pardoned and he has come to get him. Unfortu
nately Corry can take only fifteen pounds of gear, and Alicia weighs more 
than that. When Corry refuses to leave, Allenby reluctantly pulls out a 
gun and shoots Alicia in the face, exposing a tangle of smoking wires. He 
tells Corry, "All you're leaving behind is loneliness." Corry, devastated, 
mutters, "I must remember that. I must remember to keep that in mind." 

I still remember my horror at the climax, and the episode was much dis
cussed in my pre-teen critics' circle. (Why didn't he just take her head? 
asked one commentator.) Our pathos came both from sympathy with Corry 
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for his loss and from the sense that a sentient being had been snuffed out. 
Of course the directors had manipulated the audience by casting a beauti
ful actress rather than a heap of tin cans to play Alicia. But in evoking our 
sympathies they raised two vexing questions. Could a mechanical device 
ever duplicate human intelligence, the ultimate test being whether it could 
cause a real human to fall in love with it? And if a humanlike machine 
could be built, would it actually be conscious—would dismantling it be 
the act of murder we felt we had witnessed on the small screen? 

The two deepest questions about the mind are "What makes intelli
gence possible?" and "What makes consciousness possible?" With the 
advent of cognitive science, intelligence has become intelligible. It may not 
be too outrageous to say that at a very abstract level of analysis the problem 
has been solved. But consciousness or sentience, the raw sensation of 
toothaches and redness and saltiness and middle C, is still a riddle wrapped 
in a mystery inside an enigma. When asked what consciousness is, we have 
no better answer than Louis Armstrong's when a reporter asked him what 
jazz is: "Lady, if you have to ask, you'll never know." But even conscious
ness is not as thoroughgoing a mystery as it used to be. Parts of the mystery 
have been pried off and turned into ordinary scientific problems. In this 
chapter I will first explore what intelligence is, how a physical being like a 
robot or a brain could achieve it, and how our brains do achieve it. Then I 
will turn to what we do and do not understand about consciousness. 

THE SEARCH FOR INTELL IGENT LIFE 
IN T H E UNIVERSE 

The Search for Intelligent Life in the Universe is the title of a stage act by 
the comedian Lily Tomlin, an exploration of human follies and foibles. 
Tomlin's title plays on the two meanings of "intelligence": aptitude (as in 
the famous tongue-in-cheek definition of intelligence as "whatever IQ 
tests measure"), and rational, humanlike thought. The second meaning 
is the one I am writing about here. 

We may have trouble defining intelligence, but we recognize it when 
we see it. Perhaps a thought experiment can clarify the concept. Sup
pose there was an alien being who in every way looked different from us. 
What would it have to do to make us think it was intelligent? Science-
fiction writers, of course, face this problem as part of their job; what bet-
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ter authority could there be on the answer? The author David Alexander 

Smith gave as good a characterization of intelligence as I have seen when 

asked by an interviewer, "What makes a good alien?" 

One, they have to have intelligent but impenetrable responses to situa
tions. You have to be able to observe the alien's behavior and say, "I don't 
understand the rules by which the alien is making its decisions, but the 
alien is acting rationally by some set of rules." . . . The second require
ment is that they have to care about something. They have to want some
thing and pursue it in the face of obstacles. 

To make decisions "rationally," by some set of rules, means to base the 
decisions on some grounds of truth: correspondence to reality or sound
ness of inference. An alien who bumped into trees or walked off cliffs, or 
who went through all the motions of chopping a tree but in fact was 
hacking at a rock or at empty space, would not seem intelligent. Nor 
would an alien who saw three predators enter a cave and two leave and 
then entered the cave as if it were empty. 

These rules must be used in service of the second criterion, wanting 
and pursuing something in the face of obstacles. If we had no fix on what 
a creature wanted, we could not be impressed when it did something to 
attain it, For all we know, the creature may have wanted to bump into a 
tree or bang an ax against a rock, and was brilliantly accomplishing what it 
wanted. In fact, without a specification of a creature's goals, the very idea 
of intelligence is meaningless. A toadstool could be given a genius award 
for accomplishing, with pinpoint precision and unerring reliability, the 
feat of sitting exactly where it is sitting. Nothing would prevent us from 
agreeing with the cognitive scientist Zenon Pylyshyn that rocks are 
smarter than cats because rocks have the sense to go away when you kick 
them. 

Finally, the creature has to use the rational rules to attain the goal in 
different ways, depending on the obstacles to be overcome. As William 
James explained: 

Romeo wants Juliet as the filings want the magnet; and if no obstacles 
intervene he moves toward her by as straight a line as they. But Romeo 
and Juliet, if a wall be built between them, do not remain idiotically 
pressing their faces against the opposite sides like the magnet and filings 
with the card. Romeo soon finds a circuitous way, by scaling the wall or 
otherwise, of touching Juliet's lips directly. With the filings the path is 
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fixed; whether it reaches the end depends on accidents. With the lover it 
is the end which is fixed; the path may be modified indefinitely. 

Intelligence, then, is the ability to attain goals in the face of obstacles 

by means of decisions based on rational (truth-obeying) rules. The com

puter scientists Allen Newell and Herbert Simon fleshed this idea out 

further by noting that intelligence consists of specifying a goal, assessing 

the current situation to see how it differs from the goal, and applying a 

set of operations that reduce the difference. Perhaps reassuringly, by this 

definition human beings, not just aliens, are intelligent. We have desires, 

and we pursue them using beliefs, which, when all goes well, are at least 

approximately or probabilistically true. 
An explanation of intelligence in terms of beliefs and desires is by no 

means a foregone conclusion. The old theory of stimulus and response 
from the school of behaviorism held that beliefs and desires have noth
ing to do with behavior—indeed, that they are as unscientific as ban
shees and black magic. Humans and animals emit a response to a 
stimulus either because it was earlier paired with a reflexive trigger for 
that response (for example, salivating to a bell that was paired with food) 
or because the response was rewarded in the presence of that stimulus 
(for example, pressing a bar that delivers a food pellet). As the famous 
behaviorist B. F. Skinner said, "The question is not whether machines 
think, but whether men do." 

Of course, men and women do think; the stimulus-response theory 
turned out to be wrong. Why did Sally run out of the building? Because she 
believed it was on fire and did not want to die. Her fleeing was not a pre
dictable response to some stimulus that can be objectively described in the 
language of physics and chemistry. Perhaps she left when she saw smoke, 
but perhaps she left in response to a phone call telling her that the building 
was on fire, or to the sight of arriving fire trucks, or to the sound of a fire 
alarm. But none of these stimuli would necessarily have sent her out, either. 
She would not have left if she knew that the smoke was from an English 
muffin in a toaster, or that the phone call was from a friend practicing lines 
for a play, or that someone had pulled the alarm switch by accident or as a 
prank, or that the alarms were being tested by an electrician. The light and 
sound and particles that physicists can measure do not lawfully predict a 
person's behavior. What does predict Sally's behavior, and predict it well, is 
whether she believes herself to be in danger. Sally's beliefs are, of course, 
related to the stimuli impinging on her, but only in a tortuous, circuitous way, 
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mediated by all the rest of her beliefs about where she is and how the world 
works. And Sallys behavior depends just as much on whether she wants to 
escape the danger—if she were a volunteer firefighter, or suicidal, or a zealot 
who wanted to immolate herself to draw attention to a cause, or had children 
in the day-care center upstairs, you can bet she would not have fled. 

Skinner himself did not pigheadedly insist that measurable stimuli like 
wavelengths and shapes predicted behavior. Instead, he defined stimuli 
by his own intuitions. He was perfectly happy calling "danger"—like 
"praise," "English," and "beauty"—a kind of stimulus. That had the advan
tage of keeping his theory in line with reality, but it was the advantage of 
theft over honest toil. We understand what it means for a device to 
respond to a red light or a loud noise—we can even build one that does— 
but humans are the only devices in the universe that respond to danger, 
praise, English, and beauty. The ability of a human to respond to some
thing as physically nebulous as praise is part of the puzzle we are trying to 
solve, not part of the solution to the puzzle. Praise, danger, English, and 
all the other things we respond to, no less than beauty, are in the eye of 
the beholder, and the eye of the beholder is what we want to explain. The 
chasm between what can be measured by a physicist and what can cause 
behavior is the reason we must credit people with beliefs and desires. 

In our daily lives we all predict and explain other people's behavior 
from what we think they know and what we think they want. Beliefs and 
desires are the explanatory tools of our own intuitive psychology, and 
intuitive psychology is still the most useful and complete science of 
behavior there is. To predict the vast majority of human acts—going to 
the refrigerator, getting on the bus, reaching into one's wallet—you don't 
need to crank through a mathematical model, run a computer simulation 
of a neural network, or hire a professional psychologist; you can just ask 
your grandmother. 

It's not that common sense should have any more authority in psychol
ogy than it does in physics or astronomy. But this part of common sense 
has so much power and precision in predicting, controlling, and explain
ing everyday behavior, compared to any alternative ever entertained, that 
the odds are high that it will be incorporated in some form into our best 
scientific theories. I call an old friend on the other coast and we agree to 
meet in Chicago at the entrance of a bar in a certain hotel on a particular 
day two months hence at 7:45 P.M. I predict, he predicts, and everyone 
who knows us predicts that on that day at that time we will meet up. And 
we do meet up. That is amazing! In what other domain could laypeople— 
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or scientists, for that matter—predict, months in advance, the trajectories 
of two objects thousands of miles apart to an accuracy of inches and min
utes? And do it from information that can be conveyed in a few seconds of 
conversation? The calculus behind this forecasting is intuitive psychology: 
the knowledge that I want to meet my friend and vice versa, and that each 
of us believes the other will be at a certain place at a certain time and 
knows a sequence of rides, hikes, and flights that will take us there. No 
science of mind or brain is ever likely to do better. That does not mean 
that the intuitive psychology of beliefs and desires is itself a science, but it 
suggests that scientific psychology will have to explain how a hunk of mat
ter, such as a human being, can have beliefs and desires and how the 
beliefs and desires work so well. 

1 he traditional explanation of intelligence is that human flesh is suf
fused with a non-material entity, the soul, usually envisioned as some 
kind of ghost or spirit. But the theory faces an insurmountable problem: 
How does the spook interact with solid matter? How does an ethereal 
nothing respond to flashes, pokes, and beeps and get arms and legs to 
move? Another problem is the overwhelming evidence that the mind is 
the activity of the brain. The supposedly immaterial soul, we now know, 
can be bisected with a knife, altered by chemicals, started or stopped by 
electricity, and extinguished by a sharp blow or by insufficient oxygen. 
Under a microscope, the brain has a breathtaking complexity of physical 
structure fully commensurate with the richness of the mind. 

Another explanation is that mind comes from some extraordinary 
form of matter. Pinocchio was animated by a magical kind of wood found 
by Geppetto that talked, laughed, and moved on its own. Alas, no one 
has ever discovered such a wonder substance. At first one might think 
that the wonder substance is brain tissue. Darwin wrote that the brain 
"secretes" the mind, and recently the philosopher John Searle has argued 
that the physico-chemical properties of brain tissue somehow produce 
the mind just as breast tissue produces milk and plant tissue produces 
sugar. But recall that the same kinds of membranes, pores, and chemi
cals are found in brain tissue throughout the animal kingdom, not to 
mention in brain tumors and cultures in dishes. All of these globs of 
neural tissue have the same physico-chemical properties, but hot all of 
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them accomplish humanlike intelligence. Of course, something about 
the tissue in the human brain is necessary for our intelligence, but the 
physical properties are not sufficient, just as the physical properties of 
bricks are not sufficient to explain architecture and the physical proper
ties of oxide particles are not sufficient to explain music. Something in 
the 'patterning of neural tissue is crucial. 

Intelligence has often been attributed to some kind of energy flow or 
force field. Orbs, luminous vapors, auras, vibrations, magnetic fields, and 
lines of force figure prominently in spiritualism, pseudoscience, and sci
ence-fiction kitsch. The school of Gestalt psychology tried to explain 
visual illusions in terms of electromagnetic force fields on the surface of 
the brain, but the fields were never found. Occasionally the brain sur
face has been described as a continuous vibrating medium that supports 
holograms or other wave interference patterns, but that idea, too, has not 
panned out. The hydraulic model, with its psychic pressure building up, 
bursting out, or being diverted through alternative channels, lay at the 
center of Freud's theory and can be found in dozens of everyday 
metaphors: anger welling up, letting off steam, exploding under the pres
sure, blowing one's stack, venting one's feelings, bottling up rage. But 
even the hottest emotions do not literally correspond to a buildup and 
discharge of energy (in the physicist's sense) somewhere in the brain. In 
Chapter 6 I will try to persuade you that the brain does not actually oper
ate by internal pressures but contrives them as a negotiating tactic, like a 
terrorist with explosives strapped to his body. 

A problem with all these ideas is that even if we did discover some gel 
or vortex or vibration or orb that spoke and plotted mischief like Gep-
petto's log, or that, more generally, made decisions based on rational 
rules and pursued a goal in the face of obstacles, we would still be faced 
with the mystery of how it accomplished those feats. 

No, intelligence does not come from a special kind of spirit or matter 
or energy but from a different commodity, information. Information is a 
correlation between two things that is produced by a lawful process (as 
opposed to coming about by sheer chance). We say that the rings in a 
stump carry information about the age of the tree because their number 
correlates with the tree's age (the older the tree, the more rings it has), 
and the correlation is not a coincidence but is caused by the way trees 
grow. Correlation is a mathematical and logical concept; it is not defined 
in terms of the stuff that the correlated entities are made of. 

Information itself is nothing special; it is found wherever causes leave 
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effects. What is special is information processing. We can regard a piece 
of natter that carries information about some state of affairs as a symbol; 
it can "stand for" that stale of affairs. But as a piece of matter, it can do 
other things as well—physical things, whatever that kind of matter in 
that kind of state can do according to the laws of physics and chemistry. 
Tree rings carry information about age, but they also reflect light and 
absorb staining material. Footprints carry information about animal 
motions, but they also trap water and cause eddies in the wind. 

Now here is an idea. Suppose one were to build a machine with parts 
that are affected by the physical properties of some symbol. Some lever 
or electric eye or tripwire or magnet is set in motion by the pigment 
absorbed by a tree ring, or the water trapped by a footprint, or the light 
reflected by a chalk mark, or the magnetic charge in a bit of oxide. And 
suppose that the machine then causes something to happen in some 
other pile of matter. It burns new marks onto a piece of wood, or stamps 
impressions into nearby dirt, or charges some other bit of oxide. Nothing 
special has happened so far; all I have described is a chain of physical 
events accomplished by a pointless contraption. 

Here is the special step. Imagine that we now try to interpret the 
newly arranged piece of matter using the scheme according to which the 
original piece carried information. Say we count the newly burried wood 
rings and interpret them as the age of some tree at some time, even 
though they were not caused by the growth of any tree. And let's say that 
the machine was carefully designed so that the interpretation of its new 
markings made sense—that is, so that they carried information about 
something in the world. For example, imagine a machine that scans the 
rings in a stump, burns one mark on a nearby plank for each ring, moves 
over to a smaller stump from a tree that was cut down at the same time, 
scans its rings, and sands off one mark in the plank for each ring. When 
we count the marks on the plank, we have the age of the first tree at the 
time that the second one was planted. We would have a kind of rational 
machine, a machine that produces true conclusions from true premises— 
not because of any special kind of matter or energy, or because of any part 
that was itself intelligent or rational. All we have is a carefully contrived 
chain of ordinary physical events, whose first link was a configuration of 
matter that carries information. Our rational machine owes its rationality 
to two properties glued together in the entity we call a symbol: a symbol 
carries information, and it causes things to happen. (Tree rings correlate 
with the age of the tree, and they can absorb the light beam of a scanner.) 
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When the caused things themselves carry information, we call the whole 
system an information processor, or a computer. 

Now, this whole scheme might seem like an unrealizable hope. What 
guarantee is there that any collection of thingamabobs can be arranged 
to fall or swing or shine in just the right pattern so that when their effects 
are interpreted, the interpretation will make sense? (More precisely, so 
that it will make sense according to some prior law or relationship we 
find interesting; any heap of stuff can be given a contrived interpretation 
after the fact.) How confident can we be that some machine will make 
marks that actually correspond to some meaningful state of the world, 
like the age of a tree when another tree was planted, or the average age 
of the tree's offspring, or anything else, as opposed to being a meaning
less pattern corresponding to nothing at all? 

The guarantee comes from the work of the mathematician Alan Tur
ing. He designed a hypothetical machine whose input symbols and out
put symbols could correspond, depending on the details of the machine, 
to any one of a vast number of sensible interpretations. The machine con
sists of a tape divided into squares, a read-write head that can print or 
read a symbol on a square and move the tape in either direction, a pointer 
that can point to a fixed number of tickmarks on the machine, and a set of 
mechanical reflexes. Each reflex is triggered by the symbol being read and 
the current position of the pointer, and it prints a symbol on the tape, 
moves the tape, and/or shifts the pointer. The machine is allowed as 
much tape as it needs. This design is called a Turing machine. 

What can this simple machine do? It can take in symbols standing for 
a number or a set of numbers, and print out symbols standing for new 
numbers that are the corresponding value for any mathematical function 
that can be solved by a step-by-step sequence of operations (addition, 
multiplication, exponentiation, factoring, and so on—I am being impre
cise to convey the importance of Turing's discovery without the techni
calities). It can apply the rules of any useful logical system to derive true 
statements from other true statements. It can apply the rules of any 
grammar to derive well-formed sentences. The equivalence among Tur
ing machines, calculable mathematical functions, logics, and grammars, 
led the logician Alonzo Church to conjecture that any well-defined 
recipe or set of steps that is guaranteed to produce the solution to some 
problem in a finite amount of time (that is, any algorithm) can be imple
mented on a Turing machine. 

What does this mean? It means that to the extent that the world 
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obeys mathematical equations that can be solved step by step, aimachine 
can be built that simulates the world and makes predictions abdut it. To 
the extent that rational thought corresponds to the rules of logic, a 
machine can be built that carries out rational thought. To the extent that 
a language can be captured by a set of grammatical rules, a machine can 
be built that produces grammatical sentences. To the extent that thought 
consists of applying any set of well-specified rules, a machine can be 
built that, in some sense, thinks. 

Turing showed that rational machines—machines that use the physi
cal properties of symbols to crank out new symbols that make some kind 
of sense—are buildable, indeed, easily buildable. The computer scientist 
Joseph Weizenbaum once showed how to build one out of a die, some 
rocks, and a roll of toilet paper. In fact, one doesn't even need a huge 
warehouse of these machines, one to do sums, another to do square 
roots, a third to print English sentences, and so on. One kind of Turing 
machine is called a universal Turing machine. It can take in a description 
of any other Turing machine printed on its tape and thereafter mimic 
that machine exactly. A single machine can be programmed to do any
thing that any set of rules can do. 

Does this mean that the human brain is a Turing machine? Certainly 
not. There are no Turing machines in use anywhere, let alone in our 
heads. They are useless in practice: too clumsy, too hard to program, too 
big, and too slow. But it does not matter. Turing merely wanted to prove 
that some arrangement of gadgets could function as an intelligent sym
bol-processor. Not long after his discovery, more practical symbol-
processors were designed, some of which became IBM and Univac 
mainframes and, later, Macintoshes and PCs. But all of them were 
equivalent to Turing's universal machine. If we ignore size and speed, 
and give them as much memory storage as they need, we can program 
them to produce the same outputs in response to the same inputs. 

Still other kinds of symbol-processors have been proposed as models 
of the human mind. These models are often simulated on commercial 
computers, but that is just a convenience. The commercial computer is 
first programmed to emulate the hypothetical mental computer (creat
ing what computer scientists call a virtual machine), in much the same 
way that a Macintosh can be programmed to emulate a PC. Only the 
virtual mental computer is taken seriously, not the silicon chips that 
emulate it. Then a program that is meant to model some sort of ithinking 
(solving a problem, understanding a sentence) is run on the virtual men-
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tal computer. A new way of understanding human intelligence has been 
born. 

Let me show you how one of these models works. In an age when real 
computers are so sophisticated that they are almost as incomprehensible 
to laypeople as minds are, it is enlightening to see an example of compu
tation in slow motion. Only then can one appreciate how simple devices 
can be wired together to make a symbol-processor that shows real intelli
gence. A lurching Turing machine is a poor advertisement for the theory 
that the mind is a computer, so I will use a model with at least a vague 
claim to resembling our mental computer. I'll show you how it solves a 
problem from everyday life—kinship relations—that is complex enough 
that we can be impressed when a machine solves it. 

The model we'll use is called a production system. It eliminates the 
feature of commercial computers that is most starkly unbiological: the 
ordered list of programming steps that the computer follows single-mind-
edly, one after another. A production system contains a memory and a set 
of reflexes, sometimes called "demons" because they are simple, self-con
tained entities that sit around waiting to spring into action. The memory 
is like a bulletin board on which notices are posted. Each demon is a 
knee-jerk reflex that waits for a particular notice on the board and 
responds by posting a notice of its own. The demons collectively consti
tute a program. As they are triggered by notices on the memory board and 
post notices of their own, in turn triggering other demons, and so on, the 
information in memory changes and eventually contains the correct out
put for a given input. Some demons are connected to sense organs and 
are triggered by information in the world rather than information in mem
ory. Others are connected to appendages and respond by moving the 
appendages rather than by posting more messages in memory. 

Suppose your long-term memory contains knowledge of the immedi
ate families of you and everyone around you. The content of that knowl
edge is a set of propositions like "Alex is the father of Andrew." According 
to the computational theory of mind, that information is embodied in 
symbols: a collection of physical marks that correlate with the state of 
the world as it is captured in the propositions. 

These symbols cannot be English words and sentences, notwith-
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standing the popular misconception that we think in our mother tongue. 
As I showed in The Language Instinct, sentences in a spoken language 
like English or Japanese are designed for vocal communication between 
impatient, intelligent social beings. They achieve brevity by leaving out 
any information that the listener can mentally fill in from the context. In 
contrast, the "language of thought" in which knowledge is couched can 
leave nothing to the imagination, because it is the imagination. Another 
problem with using English as the medium of knowledge is that English 
sentences can be ambiguous. When the serial killer Ted Bundy wins a 
stay of execution and the headline reads "Bundy Beats Date with Chair," 
we do a double-take because our mind assigns two meanings to the 
string of words. If one string of words in English can correspond to two 
meanings in the mind, meanings in the mind cannot be strings of words 
in English. Finally, sentences in a spoken language are cluttered with 
articles, prepositions, gender suffixes, and other grammatical boilerplate. 
They are needed to help get information from one head to another by 
way of the mouth and the ear, a slow channel, but they are not needed 
inside a single head where information can be transmitted directly by 
thick bundles of neurons. So the statements in a knowledge system are 
not sentences in English but rather inscriptions in a richer language of 
thought, "mentalese." 

In our example, the portion of mentalese that captures family rela
tions comes in two kinds of statements. An example of the first is Alex 
father-of Andrew: a name, followed by an immediate family relation
ship, followed by a name. An example of the second is Alex is-male: a 
name followed by its sex. Do not be misled by my use of English words 
and syntax in the mentalese inscriptions. This is a courtesy to you, the 
reader, to help you keep track of what the symbols stand for. As far as the 
machine is concerned, they are simply different arrangements of marks. 
As long as we use each one consistently to stand for someone (so the 
symbol used for Alex is always used for Alex and never for anyone else), 
and arrange them according to a consistent plan (so they preserve infor
mation about who is the father of whom), they could be any marks in any 
arrangement at all. You can think of the marks as bar codes recognized by 
a scanner, or keyholes that admit only one key, or shapes that fit only one 
template. Of course, in a commercial computer they would be patterns 
of charges in silicon, and in a brain they would be firings in sets of neu
rons. The key point is that nothing in the machine understands them the 
way you or I do; parts of the machine respond to their shapes; and are 



Thinking Machines 71 

triggered to do something, exactly as a gumball machine responds to the 
shape and weight of a coin by releasing a gumball. 

The example to come is an attempt to demystify computation, to get 
you to see how the trick is done. To hammer home my explanation of the 
trick—that symbols both stand for some concept and mechanically 
cause things to happen—I will step through the activity of our produc
tion system and describe everything twice: conceptually, in terms of the 
content of the problem and the logic that solves it, and mechanically, in 
terms of the brute sensing and marking motions of the system. The sys
tem is intelligent because the two correspond exactly, idea-for-mark, log-
ical-step-for-motion. 

Let's call the portion of the system's memory that holds inscriptions 
about family relationships the Long-Term Memory. Let's identify another 
part as the Short-Term Memory, a scratchpad for the calculations. A part of 
the Short-Term Memory is an area for goals; it contains a list of questions 
that the system will "try" to answer. The system wants to know whether 
Gordie is its biological uncle. To begin with, the memory looks like this: 

Lono-Term Memory Short-Term Memory Goal 

Abel parent-of Me Gordie uncle-of Me? 

Abel is-male 

Bella parent-of Me 

Bella is-female 

Claudia sibling-of Me 

Claudia is-female 

Duddie sibling-of Me 

Duddie is-male 

Edgar sibling-of Abel 

Edgar is-male 

Fanny sibling-of Abel 

Fanny is-female 

Gordie sibling-of Bella 

Gordie is-male 

Conceptually speaking, our goal is to find the answer to a question; the 
answer is affirmative if the fact it asks about is true. Mechanically speak
ing, the system must determine whether a string of marks in the Goal col
umn followed by a question mark (?) has a counterpart with an identical 
string of marks somewhere in memory. One of the demons is designed to 
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answer these look-up questions by scanning for identical marks in the 
Goal and Long-Term Memory columns. When it detects a match, it prints 
a mark next 1:0 the question which indicates that it has been answered 
affirmatively. For convenience, let's say the mark looks like this: Yes. 

IF: Goal = blah-blah-blah? 

Long-Term Memory = blah-blah-blah 

THEN: MARK GOAL 

Yes 

The conceptual challenge faced by the system is that it does not explic
itly know who is whose uncle; that knowledge is implicit in the other 
things it knows. To say the same thing mechanically: there is no uncle-of 
mark in the Long-Term Memory; there are only marks like sibling-of 
and parent-of. Conceptually speaking, we need to deduce knowledge of 
unclehood from knowledge of parenthood and knowledge of siblinghood. 
Mechanically speaking, we need a demon to print an uncle-of inscription 
flanked by appropriate marks found in sibling-of and parent-of 
inscriptions. Conceptually speaking, we need to find out who our parents 
are, identify their siblings, and then pick the males. Mechanically speak
ing, we need the following demon, which prints new inscriptions in the 
Goal area that trigger the appropriate memory searches: 

IF: Goal = Q uncle-of P 

THEN: ADD GOAL 

Find P's Parents 

Find Parents' Siblings 

Distinguish Uncles/Aunts 

This demon is triggered by an uncle-of inscription in the Goal col
umn. The Goal column indeed has one, so the demon goes to Work and 
adds some new marks to the column: 

Long-Term Memory Short-Term Memory Goal 

Abel parent-of Me 

Abel is-male 

Bella parent-of Me 

Bella is-female 

Claudia sibling-of Me 

Claudia is-female 

Duddie sibling-of Me 

Gordie uncle-of Me? 

Find Me's Parents 

Find Parents' Siblings 

Distinguish Uncles/Aunts 
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Long-Term Memory Short-Term Memory Goal 

Duddie is-male 

Edgar sibling-of Abel 

Edgar is-male 

Fanny sibling-of Abel 

Fanny is-female 

Gordie sibling-of Bella 

Gordie is-male 

There must also be a device—some other demon, or extra machinery 
inside this demon—that minds its Ps and Qs. That is, it replaces the P 
label with a list of the actual labels for names: Me, Abel, Gordie, and so 
on. I'm hiding these details to keep things simple. 

The new Goal inscriptions prod other dormant demons into action. 
One of them (conceptually speaking) looks up the system's parents, by 
(mechanically speaking) copying all the inscriptions containing the 
names of the parents into Short-Term Memory (unless the inscriptions 
are already there, of course; this proviso prevents the demon from mind
lessly making copy after copy like the Sorcerer's Apprentice): 

IF: Goal = Find P's Parents 

Long-Term Memory = X parent-of P 

Short-Term Memory * X parent-of P 

THEN: COPY TO Short-Term Memory 

X parent-of P 

ERASE GOAL 

Our bulletin board now looks like this: 

Long-Term Memory Short-Term Memory Goal 

Abel parent-of Me Abel parent-of Me Gordie uncle-of Me? 

Abel is-male Bella parent-of Me Find Parents' Siblings 

Bella parent-of Me Distinguish Uncles/Aunts 

Bella is-female 

Claudia sibling-of Me 

Claudia is-female 

Duddie sibling-of Me 
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Long-Term Memory Short-Term Memory Goal 

Duddie is-male 

Edgar sibling-of Abel 

Edgar- is-male 

Fanny sibling-of Abel 

Fanny is-female 

Gordie sibling-of Bella 

Gordie is-male 

Now that we know the parents, we can find the parents' siblings. 
Mechanically speaking: now that the names of the parents are written in 
Short-Term Memory, a demon can spring into action that copies inscrip
tions about the parents' siblings: 

IF: Goal = Find Parent's Siblings 

Short-Term Memory = X parent-of Y 

Long-Term Memory = Z sibling-of X 

Short-Term Memory * Z sibling-of X 

THEN: COPY TO SHORT-TERM MEMORY 

Z sibling-of X 

ERASE GOAL 

Here is its handiwork: 

Long-Term Memory Short-Term Memory Goal 

Abel parent-of Me Abel parent-of Me Gordie uncle-of Me? 

Abel is-male Bella parent-of Me Distinguish Uncles/Aunts 

Bella parent-of Me Edgar sibling-of Abel 

Bella is-female Fanny sibling-of Abel 

Claudia sibling-of Me Gordie sibling-of Bella 

Claudia is-female 

Duddie sibling-of Me 

Duddie is-male 

Edgar sibling-of Abel 

Edgar is-male 

Fanny sibling-of Abel 

Fanny is-female 

Gordie sibling-of Bella 

Gordie is-male 
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As it stands, we are considering the aunts and uncles collectively. To 
separate the uncles from the aunts, we need to find the males. Mechan
ically speaking, the system needs to see which inscriptions have counter
parts in Long-Term Memory with is-male marks next to them. Here is 
the demon that does the checking: 

IF: Goal = Distinguish Uncles/Aunts 

Short-Term Memory = X parent-of Y 

Long-Term Memory = Z sibling-of X 

Long-Term Memory = Z is-male 

THEN: STORE IN LONG-TERM MEMORY 

Z uncle-of Y 

ERASE GOAL 

This is the demon that most directly embodies the system's knowl
edge of the meaning of "uncle": a male sibling of a parent. It adds the 
unclehood inscription to Long-Term Memory, not Short-Term Memory, 
because the inscription represents a piece of knowledge that is perma
nently true: 

Long-Term Memory Short-Term Memory Goal 

Edgar uncle-of-Me Abel parent-of Me Gordie uncle-of Me? 

Gordie uncle-of-Me Bella parent-of Me 

Abel parent-of Me Edgar sibling-of Abel 

Abel is-male Fanny sibling-of Abel 

Bella parent-of Me Gordie sibling-of Bella 

Bella is-female 

Claudia sibling-of Me 

Claudia is-female 

Duddie sibling-of Me 

Duddie is-male 

Edgar sibling-of Abel 

Edgar is-male 

Fanny sibling-of Abel 

Fanny is-female 

Gordie sibling-of Bella 

Gordie is-male 

Conceptually speaking, we have just deduced the fact that we 
inquired about. Mechanically speaking, we have just created mark-for-
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mark identical inscriptions in the Goal column and the Long-Term 
Memory column. The very first demon I mentioned, which scans for 
such duplicates, is triggered to make the mark that indicates the problem 
has been solved: 

Long-Term Memory Short-Term Memory Goal 

Edgar uncle-of-Me Abel parent-of Me Gordie uncle-of Me? Yes 

Gordie uncle-of-Me Bella parent-of Me 

Abel parent-of Me Edgar sibling-of Abel 

Abel is-male Fanny sibling-of Abel 

Bella parent-of Me Gordie sibling-of Bella 

Bella is-female 

Claudia sibling-of Me 

Claudia is-female 

Duddie sibling-of Me 

Duddie is-male 

Edgar sibling-of Abel 

Edgar is-male 

Fanny sibling-of Abel 

Fanny is-female 

Gordie sibling-of Bella 

Gordie is-male 

What have we accomplished? We have built a system out of lifeless 
gumball-machine parts that did something vaguely mindlike: it deduced 
the truth of a statement that it had never entertained before. From ideas 
about particular parents and siblings and a knowledge of the meaning of 
unclehood, it manufactured true ideas about particular uncles. The trick, 
to repeat, came from the processing of symbols: arrangements of matter 
that have both representational and causal properties, that is, that simul
taneously carry information about something and take part in a chain of 
physical events. Those events make up a computation, because the 
machinery was crafted so that if the interpretation of the symbols that 
trigger the machine is a true statement, then the interpretation of the 
symbols created by the machine is also a true statement. The computa
tional theory of mind is the hypothesis that intelligence is computation 
in this sense. 

"This sense" is broad, and it shuns some of the baggage found in 
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other definitions of computation. For example, we need not assume that 
the computation is made up of a sequence of discrete steps, that the 
symbols must be either completely present or competely absent (as 
opposed to being stronger or weaker, more active or less active), that a 
correct answer is guaranteed in a finite amount of time, or that the truth 
value be "absolutely true" or "absolutely false" rather than a probability 
or a degree of certainty. The computational theory thus embraces an 
alternative kind of computer with many elements that are active to a 
degree corresponding to the probability that some statement is true or 
false, and in which the activity levels change smoothly to register new 
and roughly accurate probabilities. (As we shall see, that may be the 
way the brain works.) The key idea is that the answer to the question 
"What makes a system smart?" is not the kind of stuff it is made of or 
the kind of energy flowing through it, but what the parts of the machine 
stand for and how the patterns of changes inside it are designed to mir
ror truth-preserving relationships (including probabilistic and fuzzy 
truths). 

N A T U R A L C O M P U T A T I O N 

Why should you buy the computational theory of mind? Because it has 
solved millennia-old problems in philosophy, kicked off the computer 
revolution, posed the significant questions of neuroscience, and pro
vided psychology with a magnificently fruitful research agenda. 

Generations of thinkers have banged their heads against the problem 
of how mind can interact with matter. As Jerry Fodor has put it, "Self-pity 
can make one weep, as can onions." How can our intangible beliefs, 
desires, images, plans, and goals reflect the world around us and pull the 
levers by which we, in turn, shape the world? Descartes became the 
laughingstock of scientists centuries after him (unfairly) because he pro
posed that mind and matter were different kinds of stuff that somehow 
interacted in a part of the brain called the pineal gland. The philosopher 
Gilbert Ryle ridiculed the general idea by calling it the Doctrine of the 
Ghost in the Machine (a phrase that was later co-opted for book titles by 
the writer Arthur Koestler and the psychologist Stephen Kosslyn and for 
an album title by the rock group The Police). Ryle and other philoso
phers argued that mentalistic terms such as "beliefs," "desires," and 
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"images" are meaningless and come from sloppy misunderstandings of 
language, as if someone heard the expression "for Pete's sake" and went 
around looking for Pete. Simpatico behaviorist psychologists claimed 
that these invisible entities were as unscientific as the Tooth Fairy and 
tried to ban them from psychology. 

And then along came computers: fairy-free, fully exorcised hunks of 
metal that could not be explained without the full lexicon of mentalistic 
taboo words. "Why isn't my computer printing?" "Because the program 
doesn't know you replaced your dot-matrix printer with a laser printer. It 
still thinks it is talking to the dot-matrix and is trying to print the docu
ment by asking the printer to acknowledge its message. But the printer 
doesn't understand the message; it's ignoring it because it expects its input 
to begin with '%!' The program refuses to give up control while it polls the 
printer, so you have to get the attention of the monitor so that it can wrest 
control back from the program. Once the program learns what printer is 
connected to it, they can communicate." The more complex the system 
and the more expert the users, the more their technical conversation 
sounds like the plot of a soap opera. 

Behaviorist philosophers would insist that this is all just loose talk. 
The machines aren't really understanding or trying anything, they 
would say; the observers are just being careless in their choice of 
words and are in danger of being seduced into grave conceptual 
errors. Now, what is wrong with this picture? The philosophers are 
accusing the computer scientists of fuzzy thinking? A computer is the 
most legalistic, persnickety, hard-nosed, unforgiving demander of 
precision and explicitness in the universe. From the accusation you'd 
think it was the befuddled computer scientists who call a philosopher 
when their computer stops working rather than the other way around. 
A better explanation is that computation has finally demystified men
talistic terms. Beliefs are inscriptions in memory, desires are goal 
inscriptions, thinking is computation, perceptions are inscriptions 
triggered by sensors, trying is executing operations triggered by a 
goal. 

(You are objecting that we humans feel something when we have a 
belief or a desire or a perception, and a mere inscription lacks the power 
to create such feelings. Fair enough. But try to separate the problem of 
explaining intelligence from the problem of explaining conscious feel
ings. So far I'm trying to explain intelligence; we'll get to consciousness 
later in the chapter.) 
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The computational theory of mind also rehabilitates once and for all 

the infamous homunculus. A standard objection to the idea that 

thoughts are internal representations (an objection popular among scien

tists trying to show how tough-minded they are) is that a representation 

would require a little man in the head to look at it, and the little mm 

would require an even littler man to look at the representations inside 

him, and so on, ad infinitum. But once more we have the spectacle of 

the theoretician insisting to the electrical engineer that if the engineer is 

correct his workstation must contain hordes of little elves. Talk of 

homunculi is indispensable in computer science. Data structures are 

read and interpreted and examined and recognized and revised all the 

time, and the subroutines that do so are unashamedly called "agents," 

"demons," "supervisors," "monitors," "interpreters," and "executives." 

Why doesn't all this homunculus talk lead to an infinite regress? Because 

an internal representation is not a lifelike photograph of the world, and 

the homunculus that "looks at it" is not a miniaturized copy of the entire 

system, requiring its entire intelligence. That indeed would have 

explained nothing. Instead, a representation is a set of symbols corre

sponding to aspects of the world, and each homunculus is required only 

to react in a few circumscribed ways to some of the symbols, a feat far 

simpler than what the system as a whole does. The intelligence of the 

system emerges from the activities of the not-so-intelligent mechanical 

demons inside it. The point, first made by Jerry Fodor in 1968, has been 

succinctly put by Daniel Dennett: 

Homunculi are bogeymen only if they duplicate entire the talents they are 
rung in to explain. . . . If one can get a team or committee of relatively 
ignorant, narrow-minded, blind homunculi to produce the intelligent 
behavior of the whole, this is progress. A flow chart is typically the orga
nizational chart of a committee of homunculi (investigators, librarians, 
accountants, executives); each box specifies a homunculus by prescrib
ing a function without saying how it is accomplished (one says, in effect: 
put a little man in there to do the job). If we then look closer at the indi
vidual boxes we see that the function of each is accomplished by subdi
viding it via another flow chart into still smaller, more stupid homunculi. 
Eventually this nesting of boxes within boxes lands you with homunculi 
so stupid (all they have to do is remember whether to say yes or no when 
asked) that they can be, as one says, "replaced by a machine." One dis
charges fancy homunculi from one's scheme by organizing armies of idiots 
to do the work. 
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You still might wonder how the marks being scribbled and erased by 
demons inside the computer are supposed to represent or stand for things 
in the world. Who decides that this mark in the system corresponds to 
that bit of the world? In the case of a computer, the answer is obvious: 
we get to decide what the symbols mean, because we built the machine. 
But who means the meaning of the symbols allegedly inside its'? Philoso
phers call this the problem of "intentionality" (confusingly, because it has 
nothing to do with intentions). There are two common answers. One is 
that a symbol is connected to its referent in the world by our sense 
organs. Your mother's face reflects light, which stimulates your eye, 
which triggers a cascade of templates or similar circuits, which inscribe 
the symbol mother in your mind. The other answer is that the unique 
pattern of symbol manipulations triggered by the first symbol mirrors the 
unique pattern of relationships between the referent of the first symbol 
and the referents of the triggered symbols. Once we agree, for whatever 
reason, to say that mother means mother, uncle means uncle, and so on, 
the new interlocking kinship statements generated by the demons turn 
out to be uncannily true, time and again. The device prints Bella 
mother-of Me, and sure enough, Bella is my mother. Mother means 
"mother" because it plays a role in inferences about mothers. 

These are called the "causal" and the "inferential-role" theories, and 
philosophers hostile to each have had fun thinking up preposterous 
thought experiments to refute them. Oedipus didn't want to marry his 
mother, but he did so anyway. Why? Because his mother triggered the 
symbol Jocasta in him rather than the symbol Mom, and his desire was 
couched as "If it's Mom, don't marry her." The causal effects of Jocasta, the 
woman who really was Oedipus' mother, were irrelevant; all that mattered 
was the inferential role that the symbols Jocasta and Mom played inside 
Oedipus' head. A lightning bolt hits a dead tree in the middle of a swamp, 
and by an amazing coincidence the slime coalesces into a molecule-for-
molecule replica of me at this moment, memories included. Swampman 
has never been in contact with my mother, but most people w|ould say 
that his mother thoughts are about my mother, just as mine are. Again we 
conclude that causation by something in the world is not necessary for a 
symbol to be about something; its inferential role is enough. 

But, but, but! Suppose the sequence of information-processing steps 
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in a chess-playing computer turns out, by a remarkable coincidence, to 
be identical to the battlefield events in the Six-Day War (King's knight = 
Moshe Dayan, Rook to c7 = Israeli army captures the Golan Heights, 
and so on). Would the program be "about" the Six-Day War every bit as 
much as it is "about" the chess game? Suppose that someday we discov
ered that cats are not animals after all, but lifelike robots controlled from 
Mars. Any inference rule that computed "If it's a cat, then it must be an 
animal" would be inoperative. The inferential role of our mental symbol 
cat would have changed almost beyond recognition. But surely the 
meaning of cat would be unchanged: you'd still be thinking "cat" when 
Felix the Robot slunk by. Score two points for the causal theory. 

A third view is summarized by the television ad parody on Saturday 
Night Live: You're both right—it's a floor wax and a dessert topping. 
Together the causal and inferential roles of a symbol determine what it 
represents. (On this view, Swampman's thoughts would be about my 
mother because he has a /wittre-oriented causal connection with her: he 
can recognize her when he meets her.) Causal and inferential roles tend 
to be in sync because natural selection designed both our perceptual sys
tems and our inference modules to work accurately, most of the time, in 
this world. Not all philosophers agree that causation plus inference plus 
natural selection are enough to nail down a concept of "meaning" that 
would work perfectly in all worlds. ("Suppose Swampman has an identical 
twin on another planet . . .") But if so, one might respond, so much the 
worse for that concept of meaning. Meaning might make sense only rela
tive to a device that was designed (by engineers or by natural selection) to 
function in a particular kind of world. In other worlds—Mars, Swamp
land, the Twilight Zone—all bets are off. Whether or not the causal-plus-
inferential theory is completely philosopher-proof, it takes the mystery out 
of how a symbol in a mind or a machine can mean something. 

Another sign that the computational theory of mind is on the right track 
is the existence of artificial intelligence: computers that perform human
like intellectual tasks. Any discount store can sell you a computer that 
surpasses a human's ability to calculate, store and retrieve facts, draft 
drawings, check spelling, route mail, and set type. A well-stocked soft
ware house can sell you programs that play excellent chess and that rec-



82 | HOW THE MIND WORKS 

ognize alphabetic characters and carefully pronounced speech. Clients 
with deeper pockets can buy programs that respond to questions in Eng
lish about restricted topics, control robot arms that weld and spray-paint, 
and duplicate human expertise in hundreds of areas such as picking 
stocks, diagnosing diseases, prescribing drugs, and troubleshooting equip
ment breakdowns. In 1996 the computer Deep Blue defeated the world 
chess champion Gary Kasparov in one game and played him to a draw in 
two others before losing the match, and it is only a matter of time before a 
computer defeats a world champion outright. Though there are no Termi
nator-class robots, there are thousands of smaller-scale artificial intelli
gence programs in the world, including some hidden in your personal 
computer, car, and television set. And progress continues. 

These low-key successes are worth pointing out because of the emo
tional debate over What Computers Will-Soon/Won't-Ever Do. One side 
says robots are just around the corner (showing that the mind is a com
puter); the other side says it will never happen (showing that it isn't). The 
debate seems to come right out of the pages of Christopher Cerf and 
Victor Navasky's The Experts Speak: 

Well-informed people know it is impossible to transmit the voice over 
wires and that were it possible to do so, the thing would be of no practi
cal value. 

—Editorial, The Boston Post, 1865 

Fifty years hence . . . [w]e shall escape the absurdity of growing a whole 
chicken in order to eat the breast or wing, by growing these parts sepa
rately under a suitable medium. 

—Winston Churchill, J 932 

Heavier-than-air flying machines are impossible. 
—Lord Kelvin, pioneer in thermodynamics and electricity, 1895 

[By 1965] the deluxe open-road car will probably be 20 feet long, pow
ered by a gas turbine engine, little brother of the jet engine. 

—Leo Cherne, editor-publisher of The Research Institute of America, 1955 

Man will never reach the moon, regardless of all future scientific 
advances. 

—Lee Deforest, inventor of the vacuum tube, 1957 

Nuclear powered vacuum cleaners will probably be a reality within 10 
years. 

—Alex Lewyt, manufacturer of vacuum cleaners,! 1955 
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The one prediction coming out of futurology that is undoubtedly cor
rect is that in the future today's futurologists will look silly. The ultimate 
attainments of artificial intelligence are unknown, and will depend on 
countless practical vicissitudes that will be discovered only as one goes 
along. What is indisputable is that computing machines can be intelli
gent. 

Scientific understanding and technological achievement are only 
loosely connected. For some time we have understood much about the 
hip and the heart, but artificial hips are commonplace while artificial 
hearts are elusive. The pitfalls between theory and application must be 
kept in mind when we look to artificial intelligence for clues about com
puters and minds. The proper label for the study of the mind informed 
by computers is not Artificial Intelligence but Natural Computation. 

I he computational theory of mind has quietly entrenched itself in neu-
roscience, the study of the physiology of the brain and nervous system. 
No corner of the field is untouched by the idea that information pro
cessing is the fundamental activity of the brain. Information processing 
is what makes neuroscientists more interested in neurons than in glial 
cells, even though the glia take up more room in the brain. The axon 
(the long output fiber) of a neuron is designed, down to the molecule, to 
propagate information with high fidelity across long separations, and 
when its electrical signal is transduced to a chemical one at the synapse 
(the junction between neurons), the physical format of the information 
changes while the information itself remains the same. And as we shall 
see, the tree of dendrites (input fibers) on each neuron appears to per
form the basic logical and statistical operations underlying computation. 
Information-theoretic terms such as "signals," "codes," "representa
tions," "transformations," and "processing" suffuse the language of neu-
roscience. 

Information processing even defines the legitimate questions of the 
field. The retinal image is upside down, so how do we manage to see the 
world right-side up? If the visual cortex is in the back of the brain, why 
doesn't it feel like we are seeing in the back of our heads? How is it pos
sible that an amputee can feel a phantom limb in the space where his 
real limb used to be? How can our experience of a green cube arise from 
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neurons that are neither colored green nor in the shape of a cube? Every 
neuroscientist knows that these are pseudo-questions, but why? Because 
they are about properties of the brain that make no difference to the 
transmission and processing of information. 

If a scientific theory is only as good as the facts it explains and the dis
coveries it inspires, the biggest selling point for the computational theory 
of mind is its impact on psychology. Skinner and other behaviorists 
insisted that all talk about mental events was sterile speculation; only 
stimulus-response connections could be studied in the lab and the field. 
Exactly the opposite turned out to be true. Before computational ideas 
were imported in the 1950s and 1960s by Newell and Simon and the 
psychologists George Miller and Donald Broadbent, psychology was dull, 

i dull, dull. The psychology curriculum comprised physiological psychol-
I ogy, which meant reflexes, and perception, which meant beeps, and 
1 learning, which meant rats, and memory, which meant nonsense sylla-
\ bles, and intelligence, which meant IQ, and personality, which meant 

personality tests. Since then psychology has brought the questions of 
history's deepest thinkers into the laboratory and has made thousands 
of discoveries, on every aspect of the mind, that could not have been 
dreamed of a few decades ago. 

The blossoming came from a central agenda for psychology set by the 
computational theory: discovering the form of mental representations 
(the symbol inscriptions used by the mind) and the processes (the 
demons) that access them. Plato said that we are trapped inside a cave 
and know the world only through the shadows it casts on the wall. The 
skull is our cave, and mental representations are the shadows. The infor
mation in an internal representation is all that we can know about the 
world. Consider, as an analogy, how external representations work. My 
bank statement lists each deposit as a single sum. If I deposited several 
checks and some cash, I cannot verify whether a particular check was 
among them; that information was obliterated in the representation. 
What's more, the form of a representation determines what can easily be 
inferred from it, because the symbols and their arrangement are the only 
things a homunculus stupid enough to be replaced by a machine can 
respond to. Our representation of numbers is valuable because addition 
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can be performed on the numbers with a few dronelike operations: look
ing up entries in the addition table and carrying digits. Roman numerals 
have not survived, except as labels or decorations, because addition oper
ations are far more complicated with them, and multiplication and divi
sion operations are practically impossible. 

Pinning down mental representations is the route to rigor in psychol
ogy. Many explanations of behavior have an airy-fairy feel to them 
because they explain psychological phenomena in terms of other, equally 
mysterious psychological phenomena. Why do people have more trouble 
with this task than with that one? Because the first one is "more diffi
cult." Why do people generalize a fact about one object to another 
object? Because the objects are "similar." Why do people notice this 
event but not that one? Because the first event is "more salient." These 
explanations are scams. Difficulty, similarity, and salience are in the 
mind of the beholder, which is what we should be trying to explain. A 
computer finds it more difficult to remember the gist of Little Red Riding 
Hood than to remember a twenty-digit number; you find it more difficult 
to remember the number than the gist. You find two crumpled balls of 

l^ewspaper to be similar, even though their shapes are completely differ
ent, and find two people's faces to be different, though their shapes are 

- almost the same. Migrating birds that navigate at night by the stars in the 
sky find the positions of the constellations at different times of night 
quite salient; to a typical person, they are barely noticeable. 

But if we hop down to the level of representations, we find a firmer 
sort of entity, which can be rigorously counted and matched. If a theory 
of psychology is any good, it should predict that the representations 
required by the "difficult" task contain more symbols (count em) or trig
ger a longer chain of demons than those of the "easy" task. It should pre
dict that the representations of two "similar" things have more shared 
symbols and fewer nonshared symbols than the representations of "dis
similar" things. The "salient" entities should have different representa
tions from their neighbors; the "nonsalient" entities should have the 
same ones. 

Research in cognitive psychology has tried to triangulate on the 
mind's internal representations by measuring people's reports, reaction 
times, and errors as they remember, solve problems, recognize objects, 
and generalize from experience. The way people generalize is perhaps 
the most telltale sign that the mind uses mental representations, and lots 
of them. 
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Suppose it takes a while for you to learn to read a fancy new typeface, 
festooned with curlicues. You have practiced with some words and are 
now as quick as you are for any other typeface. Now you see a familiar 
word that was not in your practice set—say, elk. Do you have to relearn 
that the word is a noun? Do you have to relearn how to pronounce it? 
Relearn that the referent is an animal? What the referent looks like? 
That it has mass and breathes and suckles its young? Surely not. But this 

I banal talent of yours tells a story. Your knowledge about the Word elk 
I could not have been connected directly to the physical shapes of printed 
\ letters. If it had, then when new letters were introduced, your knowledge 
swould have no connection to them and would be unavailable until you 

"learned the connections anew. In reality, your knowledge must have been 
connected to a node, a number, an address in memory, or an entry in a 

/mental dictionary representing the abstract word elk, and that entry must 
be neutral with respect to how it is printed or pronounced. When you 
learned the new typeface, you created a new visual trigger for the letters 
of the alphabet, which in turn triggered the old elk entry, and everything 
hooked up to the entry was instantly available, without your having to 
reconnect, piece by piece, everything you know about elks to the new 
way of printing elk. This is how we know that your mind contains mental 
representations specific to abstract entries for words, not just the shapes 
of the words when they are printed. 

These leaps, and the inventory of internal representations they hint 
at, are the hallmark of human cognition. If you learned that wapiti was 
another name for an elk, you could take all the facts connected to the 
word elk and instantly transfer them to wapiti, without having to solder 
new connections to the word one at a time. Of course, only your zoologi
cal knowledge would transfer; you would not expect wapiti to be pro
nounced like elk. That suggests you have a level of representation 
specific to the concepts behind the words, not just the words them
selves. Your knowledge of facts about elks hangs off the concept; the 
words elk and wapiti also hang off the concept; and the spelling eil-k and 
pronunciation [elk] hang off the word elk. ! 

We have moved upward from the typeface; now let's move downward. 
If you had learned the typeface as black ink on white paper, you wouldn't 
have to relearn it for white ink on red paper. This unmasks a representa
tion for visual edges. Any color abutting any other color is seen as an 
edge; edges define strokes; an arrangement of strokes makes up an 
alphanumeric character. 
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The various mental representations connected with a concept like an 
elk can be shown in a single diagram, sometimes called a semantic net
work, knowledge representation, or propositional database. 

knowledge: 

concepts: 

words: 

letters: 

typefaces: 

strokes: 

edges: 

This is a fragment of the immense multimedia dictionary, encyclopedia, 
and how-to manual we keep in our heads. We find these layers upon lay
ers of representations everywhere we look in the mind. Say I asked you 
to print the word elk in any typeface you wanted, but with your left hand 
(if you are a righty), or by writing it in the sand with your toe, or by trac
ing it with a penlight held in your teeth. The printing would be messy but 
recognizable. You might have to practice to get the motions to be 
smoother, but you would not have to relearn the strokes composing each 
letter, let alone the alphabet or the spelling of every English word. This 
transfer of skill must tap into a level of representation for motor control 
that specifies a geometric trajectory, not the muscle contractions or limb 
movements that accomplish it. The trajectory would be translated into 
actual motions by lower-level control programs for each appendage. 

Or recall Sally escaping from the burning building earlier in this 
chapter. Her desire must have been couched as the abstract representa
tion flee-from-danger. It could not have been couched as run-from-
smoke, because the desire could have been triggered by signs other than 
smoke (and sometimes smoke would not trigger it), and her flight could 
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have been accomplished by many kinds of action, not just running. Yet 
her behavioral response was put together for the first time there and 
then. SallyjnusLhp modular- o n e part of her assesses danger, another 
decides whether to flee, yet another figures out how to flee. 

The combinatorics of mentalese, and of other representations com
posed of parts, explain the inexhaustible repertoire of human thought 
and action. A few elements and a few rules that combine them can gen
erate an unfathomably vast number of different representations, because 
the number of possible representations grows exponentially with their 
size. Language is an obvious example. Say you have ten choices for the 
word to begin a sentence, ten choices for the second word (yielding a hun
dred two-word beginnings), ten choices for the third word (yielding a 

/thousand three-word beginnings), and so on. (Ten is in fact the approxi-
/ mate geometric mean of the number of word choices available at each 
/ point in assembling a grammatical and sensible sentence.) A little arith-
- metic shows that the number of sentences of twenty words or less (not 

an unusual length) is about 1020: a one followed by twenty zeros, or a 
hundred million trillion, or a hundred times the number of seconds since 
the birth of the universe. I bring up the example to impress you not with 
the vastness of language but with the vastness of thought. Language, 
after all, is not scat-singing: every sentence expresses a distinct idea. 
(There are no truly synonymous sentences.) So in addition to whatever 
ineffable thoughts people might have, they can entertain something like 
a hundred million trillion different effable thoughts. 

The combinatorial immensity of thinkable structures is found in 
many spheres of human activity. The young John Stuart Mill was 
alarmed to discover that the finite number of musical notes, together 
with the maximum practical length of a musical piece, meant that the 
world would soon run out of melodies. At the time he sank into this 
melancholy, Brahms, Tchaikovsky, Rachmaninoff, and Stravinsky had 
not yet been born, to say nothing of the entire genres of ragtime, jazz, 
Broadway musicals, electric blues, country and western, rock and roll, 
samba, reggae, and punk. We are unlikely to have a melody shortage any
time soon because music is combinatorial: if each note of a melody can 
be selected from, say, eight notes on average, there are 64 pairs of notes, 
512 motifs of three notes, 4,096 phrases of four notes, and so on, [multi
plying out to trillions and trillions of musical pieces. i 
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Our everyday ease in generalizing our knowledge is one class of evidence 
that we have several kinds of data representations inside our heads. Men
tal representations also reveal themselves in the psychology laboratory. 
With clever techniques, psychologists can catch a mind in the act of flip
ping from representation to representation. A nice demonstration comes 
from the psychologist Michael Posner and colleagues. Volunteers sit in 
front of a video screen and see pairs of letters flashed briefly: A A, for 
example. They are asked to press one button if the letters are the same, 
another button if they are different (say, A B). Sometimes the matching 
letters are both uppercase or both lowercase (A A or a a); that is, they are 
physically identical. Sometimes one is uppercase and one is lowercase (A 
a or a A); they are the same letter of the alphabet, but physically different. 
When the letters are physically identical, people press the buttons more 
quickly and accurately than when they are physically different, presum
ably because the people are processing the letters as visual forms and can 
simply match them by their geometry, template-style. When one letter is 
A and the other letter is a, people have to convert them into a format in 
which they are equivalent, namely "the letter a"; this conversion adds 

j about a tenth of a second to the reaction time. But if one letter is flashed 
I and the other follows seconds later, it doesn't matter whether they were 

physically identical or not; A-then-A is as slow as A-then-a. Quick tem-
>4ilate-matching is no longer possible. Apparently after a few seconds the 

mind automatically converts a visual representation into an alphabetic 
one, discarding the information about its geometry. 

Such laboratory legerdemain has revealed that the human brain uses 
at least fouiLmajor formats ofjgpre^ejitation. One format is the.visual 
image, which is like a template in a two-dimensional, picturelike mosaic. 
(Visual images are discussed in Chapter 4.) Another is a phonological 
representation, a stretch of syllables that we play in our minds like a tape 
loop, planning out the mouth movements and imagining what the sylla
bles sound like. This stringlike representation is an important compo
nent of our short-term memory, as when we look up a phone number and 
silently repeat it to ourselves just long enough to dial the number. Phono
logical short-term memory lasts between one and five seconds and can 
hold from four to seven "chunks." (Short-term memory is measured in 
chunks rather than sounds because each item can be a label that points 
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to a much bigger information structure in long-term memory, such as the 
content of a phrase or sentence.) A third format is the grammatical rep
resentation: nouns and verbs, phrases and clauses, stems~an^" roots, 
phonemes and syllables, all arranged into hierarchical trees. In The Lan
guage Instinct I explained how these representations determine what 
goes into a sentence and how people communicate and play with lan
guage. ^\Ah( u\A * W f ,*H-?/\ .->«A«^.sc*»f 

The fourth format is mentalese, the language of thought in which our 
conceptual knowledge is couched. When you put down a book, you for
get almost everything about the wording and typeface of the sentences 
and where they sat on the page. What you take away is their content or 
gist. (In memory tests, people confidently "recognize" sentences they 
never saw if they are paraphrases of the sentences they did see.) Men
talese is the medium in which content or gist is captured; I used bits 
of it in the bulletin board of the production system that identified 
uncles, and in the "knowledge" and "concept" levels of the semantic 
network shown in the last diagram. Mentalese is also the mind's lingua 
franca, the traffic of information among mental modules that allows us 
to describe what we see, imagine what is described to us, carry out 
instructions, and so on. This traffic can actually be seen in the anatomy 
of the brain. The hippocampus and connected structures, which put our 
memories into long-term storage, and the frontal lobes, which house the 
circuitry for decision making, are not directly connected to the brain 
areas that process raw sensory input (the mosaic of edges and colors and 
the ribbon of changing pitches). Instead, most of their input fibers carry 
what neuroscientists call "highly processed" input coming from regions 
one or more stops downstream from the first sensory areas. The input 
consists of codes for objects, words, and other complex concepts. 

/Why so many kinds of representations? Wouldn't it be simpler to have 
\ an Esperanto of the mind? In fact, it would be hellishly complicated. 

The modular organization of mental software, with its packaging of 
knowledge into separate formats,- is a nice example of how evolution and 
engineering converge on similar solutions. Brian Kernighan, a wizard in 
the software world, wrote a book with P. J. Plauger called The Elements 
of Programming Style (a play on Strunk and White's famous writing man-
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ual, The Elements of Style). They give advice on what makes a program 
work powerfully, run efficiently, and evolve gracefully. One of their max
ims is "Replace repetitive expressions by calls to a common function." 
For example, if a program has to compute the areas of three triangles, it 
should not have three different commands, each with the coordinates of 
one of the triangles embedded in its own copy of the formula for the area 
of a triangle. Instead, the program should have the formula spelled out 
once. There should be a "calculate-triangle-area" function, and it should 
have slots labeled X, Y, and Z that can stand for any triangle's coordi
nates. That function can be invoked three times, with the coordinates 
from the input plugged into the X, Y, and Z slots. This design principle 
becomes even more important as the function grows from a one-line for
mula to a multistep subroutine, and it inspired these related maxims, all 
of which seem to have been followed by natural selection as it designed 
our modular, multiformat minds: 

Modularize. 
Use subroutines. 
Each module should do one thing well. 
Make sure every module hides something. 
Localize input and output in subroutines. 

A second principle is captured in the maxim 

Choose the data representation that makes the program simple. 

Kernighan and Plauger give the example of a program that reads in a line 
of text and then has to print it out centered within a border. The line of 
text could be stored in many formats (as a string of characters, a list of 
coordinates, and so on), but one format makes the centering child's play: 
allocate eighty consecutive memory slots that mirror the eighty positions 
in the input-output display. The centering can be accomplished in a few 
steps, without error, for an input of any size; with any other format, the 
program would have to be more complicated. Presumably the distinct 
formats of representation used by the human mind—images, phonologi
cal loops, hierarchical trees, mentalese—evolved because they allow 
simple programs (that is, stupid demons or homunculi) to compute use
ful things from them. 

And if you like the intellectual stratosphere in which "complex sys
tems" of all kinds are lumped together, you might be receptive to Herbert 
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Simon's argument that modular design in computers and minds is a spe
cial case of modular, hierarchical design in all complex systems. Bodies 
contain tissues made of cells containing organelles; armed forces com
prise armies which contain divisions broken into battalions and eventu
ally platoons; books contain chapters divided into sections, subsections, 
paragraphs, and sentences; empires are assembled out of countries, 
provinces, and territories. These "nearly decomposable" systems are 
defined by rich interactions among the elements belonging to the same 
component and few interactions among elements belonging to different 
components. Complex systems are hierarchies of modules because only 
elements that hang together in modules can remain stable long enough 
to be assembled into larger and larger modules. Simon gives the analogy 
of two watchmakers, Hora and Tempus: 

The watches the men made consisted of about 1,000 parts each. Tempus 
had so constructed his that if he had one partly assembled and had to put 
it down—to answer the phone, say—it immediately fell to pieces and had 
to be reassembled from the elements. . . . 

The watches that Hora made were no less complex than those of 
Tempus. But he had designed them so that he could put together sub
assemblies of about ten elements each. Ten of these subassemblies, 
again, could be put together into a larger subassembly; and a system of 
ten of the latter subassemblies constituted the whole watch. Hence, 
when Hora had to put down a partly assembled watch in order to answer 
the phone, he lost only a small part of his work, and he assembled his 
watches in only a fraction of the man-hours it took Tempus. 

Our complex mental activity follows the wisdom of Hora. As we live our 
lives, we don't have to attend to every squiggle or plan out every muscle 
twitch. Thanks to word symbols, any typeface can awaken any bit of 
knowledge. Thanks to goal symbols, any sign of danger can trigger any 
means of escape. 

The payoff for the long discussion of mental computation and mental 
representation I have led you through is, I hope, an understanding of the 
complexity, subtlety, and flexibility that the human mind is capable of 
even if it is nothing but a machine, nothing but the on-board computer of 
a robot made of tissue. We don't need spirits or occult forces to explain 
intelligence. Nor, in an effort to look scientific, do we have to ignore the 
evidence of our own eyes and claim that human beings are bunjdles of 
conditioned associations, puppets of the genes, or followers of brutish 
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instincts. We can have both the agility and discernment of human 
thought and a mechanistic framework in which to explain it. The later 
chapters, which try to explain common sense, the emotions, social rela
tions, humor, and the arts, build on the foundation of a complex compu
tational psyche. 

T H E D E F E N D I N G C H A M P I O N 

Of course, if it was unimaginable that the computational theory of mind 
was false, that would mean it had no content. In fact, it has been 
attacked head-on. As one would expect of a theory that has become so 
indispensable, pea-shooting is not enough; nothing less than undermin
ing the foundations could bring it down. Two flamboyant writers have 
taken on the challenge. Both have chosen weapons suitable to the occa
sion, though the weapons are as opposite as can be: one is an appeal 
to down-home common sense, the other to esoteric physics and mathe
matics. 

The first attack comes from the philosopher John Searle. Searle 
believes that he refuted the computational theory of mind in 1980 with a 
thought experiment he adapted from another philosopher, Ned Block 
(who, ironically, is a major proponent of the computational theory). 
Searle's version has become famous as the Chinese Room. A man who 
knows no Chinese is put in a room. Pieces of paper with squiggles on 
them are slipped under the door. The man has a long list of complicated 
instructions such as "Whenever you see [squiggle squiggle squiggle], 
write down [squoggle squoggle squoggle]." Some of the rules tell him to 
slip his scribbles back out under the door. He gets good at following the 
instructions. Unknown to him, the squiggles and squoggles are Chinese 
characters, and the instructions are an artificial intelligence program for 
answering questions about stories in Chinese. As far as a person on the 
other side of the door knows, there is a native Chinese speaker in the 
room. Now, if understanding consists of running a suitable computer 
program, the guy must understand Chinese, because he is running such 
a program. But the guy doesn't understand Chinese, not a word of it; he's 
just manipulating symbols. Therefore, understanding—and, by exten
sion, any aspect of intelligence—is not the same as symbol manipulation 
or computation. 
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Searle says that what the program is missing is intentionality, the con
nection between a symbol and what it means. Many people have inter
preted him as saying that the program is missing consciousness, and 
indeed Searle believes that consciousness and intentionality are closely 
related because we are conscious of what we mean when we have a 
thought or use a word. Intentionality, consciousness, and other mental 
phenomena are caused not by information processing, Searle concludes, 
but by the "actual physical-chemical properties of actual human brains" 
(though he never says what those properties are). 

The Chinese Room has kicked off a truly unbelievable amount of 
commentary. More than a hundred published articles have replied to it, 
and I have found it an excellent reason to take my name off all Internet 
discussion-group lists. To people who say that the whole room (man plus 
rule sheet) understands Chinese, Searle replies: Fine, let the guy memo
rize the rules, do the calculations in his head, and work outdoors. The 
room is gone, and our symbol-manipulator still does not understand Chi
nese. To those who say the man lacks any sensorimotor connection to 
the world, and that is the crucial missing factor, Searle replies: Suppose 
that the incoming squiggles are the outputs of a television camera and 
the outgoing squoggles are the commands to a robot arm. He has the 
connections, but he still doesn't speak the language. To those who say his 
program does not mirror what the brain does, Searle can invoke Block's 
parallel distributed counterpart to the Chinese Room, the Chinese Gym: 
millions of people in a huge gym act as if they are neurons and shout sig
nals to each other over walkie-talkies, duplicating a neural network that 
answers questions about stories in Chinese. But the gym does not under
stand Chinese any more than the guy did. 

Searle's tactic is to appeal over and over to our common sense. You 
can almost hear him saying, "Aw, c'mon! You mean to claim that the guy 
understands Chinese?'?!!! Geddadahere! He doesn't understand a word!! 
He's lived in Brooklyn all his life!!" and so on. But the history of science 
has not been kind to the simple intuitions of common sense, to put it 
mildly. The philosophers Patricia and Paul Churchland ask us to imagine 
how Searle's argument might have been used against Maxwell's theory 
that light consists of electromagnetic waves. A guy holds a magnet in his 
hand and waves it up and down. The guy is creating electromagnetic 
radiation, but no light comes out; therefore, light is not an electromag
netic wave. The thought experiment slows down the waves to a range in 
which we humans no longer see them as light. By trusting our intuitions 
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in the thought experiment, we falsely conclude that rapid waves cannot 
be light, either. Similarly, Searle has slowed down the mental computa
tion to a range in which we humans no longer think of it as understand
ing (since understanding is ordinarily much faster). By trusting our 
intuitions in the thought experiment, we falsely conclude that rapid 
computation cannot be understanding, either. But if a speeded-up ver
sion of Searle's preposterous story could come true, and we met a person 
who seemed to converse intelligently in Chinese but was really deploying 
millions of memorized rules in fractions of a second, it is not so clear that 
we would deny that he understood Chinese. 

My own view is that Searle is merely exploring facts about the English 
word understand. People are reluctant to use the word unless certain 
stereotypical conditions apply: the rules of the language are used rapidly 
and unconsciously, and the content of the language is connected to the 
beliefs of the whole person. If people balk at using the vernacular word 
understand to embrace exotic conditions that violate the stereotype but 
preserve the essence of the phenomenon, then nothing, scientifically 
speaking, is really at stake. We can look for another word, or agree to use 
the old one in a technical sense; who cares? The explanation of what 
makes understanding work is the same. Science, after all, is about the 
principles that make things work, not which things are "really" examples 
of a familiar word. If a scientist explains the functioning of the human 
elbow by saying it is a second-class lever, it is no refutation to describe a 
guy holding a second-class lever made of steel and proclaim, "But look, 
the guy doesn't have three elhows\\\" 

As for the "physical-chemical properties" of the brain, I have already 
mentioned the problem: brain tumors, the brains of mice, and neural tis
sue kept alive in a dish don't understand, but their physical-chemical 
properties are the same as the ones of our brains. The computational 
theory explains the difference: those hunks of neural tissue are not 
arranged into patterns of connectivity that carry out the right kind of 
information processing. For example, they do not have parts that distin
guish nouns from verbs, and their activity patterns do not carry out the 
rules of syntax, semantics, and common sense. Of course, we can always 
call that a difference in physical-chemical properties (in the same sense 
that two books differ in their physical-chemical properties), but then the 
term is meaningless because it can no longer be defined in the language 
of physics and chemistry. 

With thought experiments, turnabout is fair play. Perhaps the ulti-
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mate reply to Searle's Chinese Room may be found in a story by the sci

ence-fiction writer Terry Bisson, widely circulated on the Internet, which 

has the incredulity going the other way. It reports a conversation between 

the leader of an interplanetary explorer fleet and his commander in 

chief, and begins as follows: 

"They're made out of meat." ! 
"Meat?" . . . "There's no doubt about it. We picked several from dif

ferent parts of the planet, took them aboard our recon vessels, probed 
them all the way through. They're completely meat." 

"That's impossible. What about the radio signals? The messages to 
the stars?" 

"They use the radio waves to talk, but the signals don't come from 
them. The signals come from machines." 

"So who made the machines? That's who we want to contact." 
"They made the machines. That's what I'm trying to tell you. Meat 

made the machines." 
"That's ridiculous. How can meat make a machine? You're asking me 

to believe in sentient meat." 
"I'm not asking you, I'm telling you. These creatures are the only sen

tient race in the sector and they're made out of meat." 
"Maybe they're like the Orfolei. You know, a carbon-based intelligence 

that goes through a meat stage." 
"Nope. They're born meat and they die meat. We studied them for 

several of their life spans, which didn't take too long. Do you have any 
idea [of] the life span of meat?" 

"Spare me. Okay, maybe they're only part meat. You know, like the 
Weddilei. A meat head with an electron plasma brain inside." 

"Nope, we thought of that, since they do have meat heads like1 the 
Weddilei. But I told you, we probed them. They're meat all the way 
through." ' 

"No brain?" 
"Oh, there is a brain all right. It's just that the brain is made out of 

meat!" 
"So . . . what does the thinking?" 
"You're not understanding, are you? The brain does the thinking. The 

meat." 
"Thinking meat! You're asking me to believe in thinking meat!" 
'Yes, thinking meat! Conscious meat! Loving meat. Dreaming meat. 

The meat is the whole deal! Are you getting the picture?" 



Thinking Machines 97 

The other attack on the computational theory of mind comes from the 
mathematical physicist Roger Penrose, in a best-seller called The 
Emperor's New Mind (how's that for an in-your-face impugnment!). Pen
rose draws not on common sense but on abstruse issues in logic and 
physics. He argues that Godel's famous theorem implies that mathemati
cians—and, by extension, all humans—are not computer programs. 
Roughly, Godel proved that any formal system (such as a computer pro
gram or a set of axioms and rules of inference in mathematics) that is even 
moderately powerful (powerful enough to state the truths of arithmetic) 
and consistent (it does not generate contradictory statements) can gener
ate statements that are true but that the system cannot prove to be true. 
Since we human mathematicians can just see that those statements are 
true, we are not formal systems like computers. Penrose believes that the 
mathematician's ability comes from an aspect of consciousness that can
not be explained as computation. In fact, it cannot be explained by the 
operation of neurons; they're too big: It cannot be explained by Darwin's 
theory of evolution. It cannot even be explained by physics as we currently 
understand it. Quantum-mechanical effects, to be explained in an as yet 
nonexistent theory of quantum gravity, operate in the microtubules that 
make up the miniature skeleton of neurons. Those effects are so strange 
that they might be commensurate with the strangeness of consciousness. 

Penrose's mathematical argument has been dismissed as fallacious by 
logicians, and his other claims have been reviewed unkindly by experts in 
the relevant disciplines. One big problem is that the gifts Penrose attrib
utes to his idealized mathematician are not possessed by real-life mathe
maticians, such as the certainty that the system of rules being relied on 
is consistent. Another is that quantum effects almost surely cancel out in 
nervous tissue. A third is that microtubules are ubiquitous among cells 
and appear to play no role in how the brain achieves intelligence. A 
fourth is that there is not even a hint as to how consciousness might arise 
from quantum mechanics. 

The arguments from Penrose and Searle have something in common 
other than their target. Unlike the theory they attack, they are so uncon
nected to discovery and explanation in scientific practice that they have 
been empirically sterile, contributing no insight and inspiring no discover
ies on how the mind works. In fact, the most interesting implication of 
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The Emperor's New Mind was pointed out by Dennett. Penrose's denunci
ation of the computational theory of mind turns out to be a backhanded 
compliment. The computational theory fits so well into our understand
ing of the world that, in trying to overthrow it, Penrose had to reject most 
of contemporary neuroscience, evolutionary biology, and physics! 

REPLACED BY A M A C H I N E 

In Lewis Carroll's story "What the Tortoise Said to Achilles," the swift-
footed warrior has caught up with the plodding tortoise, defying Zeno's 
paradox in which any head start given to the tortoise should rilake him 
uncatchable. (In the time it would take for Achilles to close the gap, the 
tortoise would have progressed a small amount; in the time it took to 
close that gap, the tortoise would have moved a bit farther, ad infinitum.) 
The tortoise offers Achilles a similar paradox from logic. Achilles pulls an 
enormous notebook and a pencil from his helmet, and the tortoise dic
tates Euclid's First Proposition: 

(A) Things that are equal to the same are equal to each other. 
(B) The two sides of this Triangle are things that are equal to the same. 
(Z) The two sides of this Triangle are equal to each other. 

The tortoise gets Achilles to agree that anyone who accepts A and B and 
"If A and B then Z" must also accept Z. But now the tortoise disagrees 
with Achilles' logic. He says he is entitled to reject conclusion Z, because 
no one ever wrote down the if-then rule on the list of premises he must 
accept. He challenges Achilles to force him to conclude Z. Achilles 
replies by adding C to the list in his notebook: 

(C) If A and B are true, Z must be true. 

The tortoise replies that he fails to see why he should assume that just because 
A and B and C are true, Z is true. Achilles adds one more statement— 

(D) If A and B and C are true, Z must be true. 

—and declares that "Logic [must] take you by the throat, and force you" 
to accept Z. The tortoise replies, 
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"Whatever Logic is good enough to tell me is worth writing down. So 
enter it in your book, please. We will call it 

(E) If A and B and C and D are true, Z must be true." 

"I see," said Achilles; and there was a touch of sadness in his tone. 
Here the narrator, having pressing business at the Bank, was obliged 

to leave the happy pair, and did not again pass the spot until some 
months afterwards. When he did so, Achilles was still seated on the back 
of the much-enduring tortoise, and was writing in his notebook, which 
appeared to be nearly full. The tortoise was saying, "Have you got that 
last step written down? Unless I've lost count, that makes a thousand and 
one. There are several millions more to come." 

The solution to the paradox, of course, is that no inference system fol
lows explicit rules all the way down. At some point the system must, as 
Jerry Rubin (and later the Nike Corporation) said, just do it. That is, the 
rule must simply be executed by the reflexive, brute-force operation of 
the system, no more questions asked. At that point the system, if imple
mented as a machine, would not be following rules but obeying the laws 
of physics. Similarly, if representations are read and written by demons 
(rules for replacing symbols with symbols), and the demons have smaller 
(and stupider) demons inside them, eventually you have to call Ghost-
busters and replace the smallest and stupidest demons with machines— 
in the case of people and animals, machines built from neurons: neural 
networks. Let's see how our picture of how the mind works can be 
grounded in simple ideas of how the brain works. 

The first hints came from the mathematicians Warren McCulloch 
and Walter Pitts, who wrote about the "neuro-logical" properties of con
nected neurons. Neurons are complicated and still not understood, but 
McCulloch and Pitts and most neural-network modelers since have 
identified one thing neurons do as the most significant thing. Neurons, 
in effect, add up a set of quantities, compare the sum to a threshold, and 
indicate whether the threshold is exceeded. That is a conceptual 
description of what they do; the corresponding physical description is 
that a firing neuron is active to varying degrees, and its activity level is 
influenced by the activity levels of the incoming axons from other neu
rons attached at synapses to the neuron's dendrites (input structures). A 
synapse has a strength ranging from positive (excitatory) through zero (no 
effect) to negative (inhibitory). The activation level of each incoming 
axon is multiplied by the strength of the synapse. The neuron sums these 
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incoming levels; if the total exceeds a threshold, the neuron will; become 
more active, sending a signal in turn to any neuron connected to it. 
Though neurons are always firing and incoming signals merely cause it to 
fire at a detectably faster or slower rate, it is sometimes convenient to 
describe them as being either off (resting rate) or on (elevated rate). 

McCulloch and Pitts showed how these toy neurons could be wired 
up to make logic gates. Logic gates implement the basic logical relations 
"and," "or," and "not" that underlie simple inferences. "A and B" (concep
tually) is true if A is true and if B is true. An AND-gate (mechanically) 
produces an output if both of its inputs are on. To make an ANDigate out 
of toy neurons, set the threshold of the output unit to be greater than 
each of the incoming weights but less than their sum, as in the mini-net
work on the left below. "A or B" (conceptually) is true if A is true or if B is 
true. An OR-gate (mechanically) produces an output if either of its inputs 
is on. To make one, set the threshold to be less than each incoming 
weight, as in the middle mini-network below. Finally, "not A" (conceptu
ally) is true if A is false, and vice versa. A NOT-gate (mechanically) pro
duces an output when it receives no input, and vice versa. To make one, 
set the threshold at zero, so the neuron will fire when it gets no input, 
and make the incoming weight negative, so that an incoming signal will 
turn the neuron off, as in the mini-network on the right. 

© 
-.1 l 

6 
AND OR NOT 

Suppose that each toy neuron represents a simple proposition. The 
mini-networks can be wired together, with the output of one feeding the 
input to another, to evaluate the truth of a complex proposition. For 
example, a neural network could evaluate the proposition {[(X chews its 
cud) and (X has cloven hooves)] or [(X has fins) and (X has scales)]}, a 
summary of what it takes for an animal to be kosher. In fact, if a network 
of toy neurons is connected to some kind of extendable memory (such as 
a roll of paper moving under a rubber stamp and an eraser), it would be a 
Turing machine, a full-powered computer. 
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It is utterly impractical, though, to represent propositions, or even the 
concepts composing them, in logic gates, whether those logic gates are 
made out of neurons or semiconductors. The problem is that every con
cept and proposition has to be hard-wired in advance as a separate unit. 
Instead, both computers and brains represent concepts as patterns of 
activity over sets of units. A simple example is the lowly byte, which rep
resents an alphanumeric character in your computer. The representation 
of the letter B is 01000010, where the digits (bits) correspond to tiny 
pieces of silicon laid out in a row. The second and seventh pieces are 
charged, corresponding to the ones, and the other pieces are uncharged, 
corresponding to the zeros. A byte can also be built out of toy neurons, 
and a circuit for recognizing the B pattern can be built as a simple neural 
network: 

You can imagine that this network is one of the parts making up a 
demon. If the bottom row of toy neurons is connected to short-term 
memory, the top one detects whether short-term memory contains an 
instance of the symbol B. And on page 102 is a network for a demon-part 
that writes the symbol B into memory. 

We are on our way to building a conventional digital computer out of 
toy neurons, but let's change direction a bit and make a more biomorphic 
computer. First, we can use the toy neurons to implement not classical 
logic but fuzzy logic. In many domains people do not have all-or-none 
convictions about whether something is true. A thing can be a better or a 
worse example of a category rather than being either in or out. Take the 
category "vegetable." Most people agree that celery is a full-fledged 
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vegetable but that garlic is only a so-so example. And if we are td believe 
the Reagan administration when it justified its parsimonious school 
lunch program, even ketchup is a kind of vegetable—though after a 
firestorm of criticism the administration conceded that it is not a very 
good example of one. Conceptually speaking, we eschew the idea that 
something either is or is not a vegetable and say that things can be better 
or worse examples of a vegetable. Mechanically speaking, we no longer 
insist that a unit representing vegetablehood be either on or off, but 
allow it to have a value ranging from 0 (for a rock) through 0.1 (for 
ketchup) through .4 (for garlic) to 1.0 (for celery). 

We can also scrap the arbitrary code that relates each concept to a 
meaningless string of bits. Each bit can earn its keep by representing 
something. One bit might represent greenness, another leafiness, 
another crunchiness, and so on. Each of these vegetable-property units 
could be connected with a small weight to the vegetable unit itself. 
Other units, representing features that vegetables lack, such as "mag
netic" or "mobile," could be connected with negative weights. Conceptu
ally speaking, the more vegetable properties something has, the better an 
example it is of a vegetable. Mechanically speaking, the more vegetable-
property units are turned on, the higher the activation level of the veg
etable unit. 

Once a network is allowed to be squishy, it can represent degrees of 
evidence and probabilities of events and can make statistical decisions. 
Suppose each unit in a network represents a piece of evidence implicat
ing the butler (fingerprints on the knife, love letters to the victim's wife, 
and so on). Suppose the top node represents the conclusion that the but
ler did it. Conceptually speaking, the more clues there are that the butler 
might have done it, the higher our estimate would be that the butler did 
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do it. Mechanically speaking, the more clue units there are that are 
turned on, the greater the activation of the conclusion unit. We could 
implement different statistical procedures in the network by designing 
the conclusion unit to integrate its inputs in different ways. For example, 
the conclusion unit could be a threshold unit like the ones in crisp logic 
gates; that would implement a policy to put out a decision only if the 
weight of evidence exceeded a critical value (say, "beyond a reasonable 
doubt"). Or the conclusion unit could increase its activity gradually; its 
degree of confidence could increase slowly with the first clues trickling 
in, build quickly as more and more are amassed, and level off at a point 
of diminishing returns. These are two of the kinds of unit that neural-
network modelers like to use. 

We can get even more adventurous, and take inspiration from the fact 
that with neurons, unlike silicon chips, connections are cheap. Why not 
connect every unit to every other unit? Such a network would embody 
not only the knowledge that greenness predicts vegetablehood and 
crunchiness predicts vegetablehood, but that greenness predicts crunch-
iness, crunchiness predicts leafiness, greenness predicts lack of mobility, 
and so on: 
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With this move, interesting things begin to happen. The network 
begins to resemble human thought processes in ways that sparsely con
nected networks do not. For this reason psychologists and artificial intel
ligence researchers have been using everything-connected-to-everything 
networks to model many examples of simple pattern recognition. They 
have built networks for the lines that co-occur in letters, the letters that 
co-occur in words, the animal parts that co-occur in animals, and the 
pieces of furniture that co-occur in rooms. Often the decision node at 
the top is thrown away and only the correlations among the properties 
are calculated. These networks, sometimes called auto-associators, have 
five nifty features. 

First, an auto-associator is a reconstructive, content-addressable mem
ory. In a commercial computer, the bits themselves are meaningless, and 
the bytes made out of them have arbitrary addresses, like houses on a 
street, which have nothing to do with their contents. Memory locations 
are accessed by their addresses, and to determine whether a pattern has 
been stored somewhere in memory you have to search them all (or use 
clever shortcuts). In a content-addressable memory, on the other hand, 
specifying an item automatically lights up any location in memory con
taining a copy of the item. Since an item is represented in an auto-associ
ator by turning on the units that represent its properties (in this case 
celery, greenness, leafiness, and so on), and since those units are con
nected to one another with strong weights, the activated units will rein
force one another, and after a few rounds in which activation reverberates 
through the network, all the units pertaining to the item will lock into the 
"on" position. That indicates that the item has been recognized. In fact, a 
single auto-associator can accommodate many sets of weights in its bat
tery of connections, not just one, so it can store many items at a time. 

Better yet, the connections are redundant enough that even if only a 
fart of the pattern for an item is presented to the auto-associator, say, 
greenness and crunchiness alone, the rest of the pattern, leafiness, gets 
completed automatically. In some ways this is reminiscent of the mind. 
We do not need predefined retrieval tags for items in memory; almost 
any aspect of an object can bring the entire object to mind. For example, 
we can recall "vegetable" upon thinking about things that are green and 
leafy or green and crunchy or leafy and crunchy. A visual example is our 
ability to complete a word from a few of its fragments. We do not see this 
figure as random line segments or even as an arbitrary sequence of let
ters like MIHB, but as something more probable: 
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A second selling point, called "graceful degradation," helps deal with 
noisy input or hardware failure. Who isn't tempted to throw a shoe 
through the computer screen when it responds to the command pr i tn 
f i le with the error message pr i tn : command not found? In Woody 
Allen's Take the Money and Run, the bank robber Virgil Starkwell is 
foiled by his penmanship when the teller asks him why he wrote that he 
is pointing a gub at her. In a Gary Larson cartoon that adorns the office 
door of many a cognitive psychologist, a pilot flying over a castaway on a 
desert island reads the message scratched in the sand and shouts into his 
radio, "Wait! Wait! . . . Cancel that, I guess it says 'HELF'." Real-life 
humans do better, perhaps because we are fitted with auto-associators 
that use a preponderance of mutually consistent pieces of information to 
override one unusual piece. "Pritn" would activate the more familiar pat
tern "print"; "gub" would be warped to "gun," "HELF" to "HELP." Similarly, 
a computer with a single bad bit on its disk, a smidgen of corrosion in 
one of its sockets, or a brief dip in its supply of power can lock up and 
crash. But a human being who is tired, hung over, or brain-damaged does 
not lock up and crash; usually he or she is slower and less accurate but 
can muster an intelligible response. 

A third advantage is that auto-associators can do a simple version of 
the kind of computation called constraint satisfaction. Many problems 
that humans solve have a chicken-and-egg character. An example from 
Chapter 1 is that we compute the lightness of a surface from a guess 
about its angle and compute the angle of the surface from a guess about 
its lightness, without knowing either for sure beforehand. These prob
lems abound in perception, language, and common-sense reasoning. Am 
I looking at a fold or at an edge? Am I hearing the vowel [I] (as in pin) or 
the vowel [e] (as in pen) with a southern accent? Was I the victim of an 
act of malice or an act of stupidity? These ambiguities can sometimes be 
resolved by choosing the interpretation that is consistent with the great
est number of interpretations of other ambiguous events, if they could all 
be resolved at once. For example, if one speech sound can be interpreted 
as either send or sinned, and another as either pen or pin, I can resolve 
the uncertainties if I hear one speaker utter both words with the same 
vowel sound. He must have intended send and pen, I would reason, 
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because send a pen is the only guess that does not violate soime con
straint. Sinned and pin would give me sinned a pin, which violates the 
rules of grammar and plausible meaning; send and pin can be ruled out 
by the constraint that the two vowels were pronounced identically; 
sinned and pen can be ruled out because they violate both these con
straints. 

This kind of reasoning takes a long time if all the compatibilities must 
be tested one at a time. But in an auto-associator, they are coded before
hand in the connections, and the network can evaluate them all at once. 
Suppose each interpretation is a toy neuron, one for sinned, one for send, 
and so on. Suppose that pairs of units whose interpretations are consis
tent are connected with positive weights and pairs of units whose 
interpretations are inconsistent are connected with negative weights. 
Activation will ricochet around the network, and if all goes well, it will 
settle into a state in which the greatest number of mutually consistent 
interpretations are active. A good metaphor is a soap bubble that wob
bles in eggy and amoeboid shapes as the tugs among its neighboring mol
ecules pull it into a sphere. 

Sometimes a constraint network can have mutually inconsistent but 
equally stable states. That captures the phenomenon of global ambigu
ity, in which an entire object, not just its parts, can be interpreted in two 
ways. If you stare at the drawing of a cube on page 107 (called a Necker 
cube), your perception will flip from a downward view of its top face to 
an upward view of its bottom face. When the global flip occurs, the 
interpretations of all of the local parts are dragged with it. Every near 
edge becomes a far edge, every convex corner becomes a concave cor
ner, and so on. Or vice versa: if you try to see a convex corner as con
cave, you can sometimes nudge the whole cube into flipping. The 
dynamics can be captured in a network, shown below the Cube, in 
which the units represent the interpretations of the parts, and the inter
pretations that are consistent in a 3-D object excite each other while 
the ones that are inconsistent inhibit each other. 

A fourth advantage comes from a network's ability to generalize auto
matically. If we had connected our letter-detector (which funneled a 
bank of input units into a decision unit) to our letter-printer (which had 
an intention unit fanning out into a bank of output units), we would have 
made a simple read-write or lookup demon—for example, one that 
responds to a B by printing a C. But interesting things happen if you skip 
the middleman and connect the input units directly to the output units. 
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Instead of a faithful-to-the-letter lookup demon, you have one that can 
generalize a bit. The network is called a pattern associator. 

Suppose the input units at the bottom represent the appearance of 
animals: "hairy," "quadrupedal," "feathered," "green," "long-necked," and 
so on. With enough units, every animal can be represented by turning on 
the units for its unique set of properties. A parrot is represented by turn
ing the "feathered" unit on, the "hairy" unit off, and so on. Now suppose 
the output units at the top stand for zoological facts. One represents the 
fact that the animal is herbivorous, another that it is warm-blooded, and 
so on. With no units standing for a particular animal (that is, with no 
unit for "parrot"), the weights automatically represent statistical knowl
edge about classes of animals. They embody the knowledge that feath
ered things tend to be warm-blooded, animals with hair tend to bear live 
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young, and so on. Any fact stored in the connections for one animal (par
rots are warm-blooded) automatically transfers to similar animals (bud
gies are warm-blooded), because the network does not care that the 
connections belong to an animal at all. The connections merely say 
which visible properties predict which invisible properties, skipping 
ideas about species of animals altogether. 

Conceptually speaking, a pattern associator captures the idea that if 
two objects are similar in some ways, they are probably similar in other 
ways. Mechanically speaking, similar objects are represented by some of 
the very same units, so any piece of information connected to the units 
for one object will ipso facto be connected to many of the units for the 
other. Moreover, classes of different degrees of inclusiveness are super
imposed in the same network, because any subset of the units implicitly 
defines a class. The fewer the units, the larger the class. Say there are 
input units for "moves," "breathes," "hairy," "barks," "bites," and "lifts-leg-
at-hydrants." The connections emanating out of all six trigger facts about 
dogs. The connections emanating out of the first three trigger facts about 
mammals. The connections emanating out of the first two trigger facts 
about animals. With suitable weights, the knowledge programmed in for 
one animal can be shared with both its immediate and its distant family 
members. 

A fifth trick of neural networks is that they learn from examples, 
where learning consists of changes in the connection weights. The 
model-builder (or evolution) does not have to hand-set the thousands of 
weights needed to get the outputs right. Suppose a "teacher" feeds a pat
tern associator with an input and also with the correct output. A learning 
mechanism compares the network's actual output—which at first will be 
pretty random—with the correct one, and adjusts the weights to mini
mize the difference between the two. If the network leaves an output 
node off that the teacher says ought to be on, we want to make it more 
likely that the current funnel of active inputs will turn it on in the future. 
So the weights on the active inputs to the recalcitrant output unit are 
increased slightly. In addition, the output node's own threshold is low
ered slightly, to make it more trigger-happy across the board. If the net
work turns an output node on and the teacher says it should be off, the 
opposite happens: the weights of the currently active input lines are 
taken down a notch (possibly driving the weight past zero to a negative 
value), and the target node's threshold is raised. This all makes the 
hyperactive output node more likely to turn off in response to those 
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inputs in the future. A whole series of inputs and their outputs is pre
sented to the network, over and over, causing waves of little adjustments 
of the connection weights, until it gets every output right for every input, 
at least as well as it can manage to. 

A pattern associator equipped with this learning technique is called a 
perceptron. Perceptrons are interesting but have a big flaw. They are like 
the chef from hell: they think that if a little of each ingredient is good, a 
lot of everything must be better. In deciding whether a set of inputs justi
fies turning on an output, the perceptron weights them and adds them 
up. Often that gives the wrong answer, even on very simple problems. A 
textbook example of this flaw is the perceptrons handling of the simple 
logical operation called exclusive-or ("xor"), which means "A or B, but 
not both." 

When A is on, the network should turn A-xor-B on. When B is on, the 
network should turn A-xor-B on. These facts will coax the network into 
increasing the weight for the connection from A (say, to .6) and increas
ing the weight for the connection from B (say, to .6), making each one 
high enough to overcome the output unit's threshold (say, .5). But when 
A and B are both on, we have too much of a good thing—A-xor-B is 
screaming its head off just when we want it to shut up. If we try smaller 
weights or a higher threshold, we can keep it quiet when A and B are 
both on, but then, unfortunately, it will be quiet when just A or just B is 
on. You can experiment with your own weights and you will see that 
nothing works. Exclusive-or is just one of many demons that cannot be 
built out of perceptrons; others include demons to determine whether an 
even or an odd number of units are on, to determine whether a string of 
active units is symmetrical, and to get the answer to a simple addition 
problem. 

The solution is to make the network less of a stimulus-response crea
ture and give it an internal representation between the input and output 
layers. It needs a representation that makes the crucial kinds of informa
tion about the inputs explicit, so that each output unit really can just add 
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up its inputs and get the right answer. Here is how it can be done for 
exclusive-or: 

Cy) AxorB 

.6/ NO2 

(AorB) (5), Y5) (AandB) 

.6 > v -4 

The two hidden units between the input and the output calculate 
useful intermediate products. The one on the left computes the simple 
case of "A or B," which in turn simply excites the output node. The one 
on the right computes the vexing case of "A and B," and it inhibits the 
output node. The output node can simply compute "(A or B) and not (A 
and B)," which is well within its feeble powers. Note that even at the 
microscopic level of building the simplest demons out of toy neurons, 
internal representations are indispensable; stimulus-response connec
tions are not enough. 

Even better, a hidden-layer network can be trained to set its own 
weights, using a fancier version of the perceptron learning procedure. As 
before, a teacher gives the network the correct output for every input, and 
the network adjusts the connection weights up or down to try to reduce 
the difference. But that poses a problem the perceptron did not have to 
worry about: how to adjust the connections from the input units to the 
hidden units. It is problematic because the teacher, unless it is1 a mind 
reader, has no way of knowing the "correct" states for the hidden units, 
which are sealed inside the network. The psychologists David Rumelhart, 
Geoffrey Hinton, and Ronald Williams hit on a clever solution. The out
put units propagate back to each hidden unit a signal that represents the 
sum of the hidden unit's errors across all the output units it connects to 
("you're sending too much activation," or "you're sending too little activa
tion," and by what amount). That signal can serve as a surrogate teaching 
signal which may be used to adjust the hidden layer's inputs. The connec
tions from the input layer to each hidden unit can be nudged up or down 
to reduce the hidden unit's tendency to overshoot or undershoot, given 
the current input pattern. This procedure, called "error back-propagation" 
or simply "backprop," can be iterated backwards to any number of layers. 
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We have reached what many psychologists treat as the height of the 
neural-network modeler's art. In a way, we have come full circle, 
because a hidden-layer network is like the arbitrary road map of logic 
gates that McCulloch and Pitts proposed as their neuro-logical com
puter. Conceptually speaking, a hidden-layer network is a way to com
pose a set of propositions, which can be true or false, into a 
complicated logical function held together by ands, ors, and nots— 
though with two twists. One is that the values can be continuous 
rather than on or off, and hence they can represent the degree of truth 
or the probability of truth of some statement rather than dealing only 
with statements that are absolutely true or absolutely false. The second 
twist is that the network can, in many cases, be trained to take on the 
right weights by being fed with inputs and their correct outputs. On 
top of these twists there is an attitude: to take inspiration from the 
many connections among neurons in the brain and feel no guilt about 
going crazy with the number of gates and connections put into a net
work. That ethic allows one to design networks that compute many 
probabilities and hence that exploit the statistical redundancies among 
the features of the world. And that, in turn, allows neural networks to 
generalize from one input to similar inputs without further training, as 
long as the problem is one in which similar inputs yield similar out
puts. 

Those are a few ideas on how to implement our smallest demons 
and their bulletin boards as vaguely neural machines. The ideas serve 
as a bridge, rickety for now, along the path of explanation that begins 
in the conceptual realm (Grandmas intuitive psychology and the vari
eties of knowledge, logic, and probability theory that underlie it), con
tinues on to rules and representations (demons and symbols), and 
eventually arrives at real neurons. Neural networks also offer some 
pleasant surprises. In figuring out the mind's software, ultimately we 
may use only demons stupid enough to be replaced by machines. If we 
seem to need a smarter demon, someone has to figure out how to 
build him out of stupider ones. It all goes faster, and sometimes goes 
differently, when neural-network modelers working from the neurons 
upward can build an inventory of stock demons that do handy things, 
like a content-addressable memory or an automatically generalizing 
pattern associator. The mental software engineers (actually, reverse-
engineers) have a good parts catalogue from which they can order 
smart demons. 
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C O N N E C T O P L A S M 

Where do the rules and representations in mentalese leave off and the 
neural networks begin? Most cognitive scientists agree on the extremes. 
At the highest levels of cognition, where we consciously plod through 
steps and invoke rules we learned in school or discovered ourselves, the 
mind is something like a production system, with symbolic inscriptions 
in memory and demons that carry out procedures. At a lower level, the 
inscriptions and rules are implemented in something like neural net
works, which respond to familiar patterns and associate them with other 
patterns. But the boundary is in dispute. Do simple neural networks han
dle the bulk of everyday thought, leaving only the products of book-
learning to be handled by explicit rules and propositions? Or are the 
networks more like building blocks that aren't humanly smart until they 
are assembled into structured representations and programs? 

A school called connectionism, led by the psychologists David Rumelhart 
and James McClelland, argues that simple networks by themselves can 
account for most of human intelligence. In its extreme form, connectionism 
says that the mind is one big hidden-layer back-propagation network, or per
haps a battery of similar or identical ones, and intelligence emerges when a 
trainer, the environment, tunes the connection weights. The only reason that 
humans are smarter than rats is that our networks have more hidden layers 
between stimulus and response and we live in an environment of other 
humans who serve as network trainers. Rules and symbols might be useful 
as a rough-and-ready approximation to what is happening in a network for a 
psychologist who can't keep track of the millions of streams of activation 
flowing through the connections, but they are no more than that. 

The other view—which I favor—is that those neural networks alone 
cannot do the job. It is the structuring of networks into programs for manip
ulating symbols that explains much of human intelligence. In particular, 
symbol manipulation underlies human language and the parts of reasoning 
that interact with it. That's not all of cognition, but it's a lot of it; it's every
thing we can talk about to ourselves and others. In my day job as a psy
cholinguist I have gathered evidence that even the simplest of talents that 
go into speaking English, such as forming the past tense of verbs (walk into 
walked, come into came), is too computationally sophisticated to be handled 
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in a single neural network. In this section, I will present a more general 
class of evidence. Does the content of our common-sense thoughts (the 
kind of information we exchange in conversation) require a computational 
device designed to implement a highly structured rhentalese, or can it be 
handled by generic neural-network stuff—what one wag has called connec-
toplasm? I will show you that our thoughts have a delicate logical structur
ing that no simple network of homogeneous layers of units can handle. 

Why should you care? Because these demonstrations cast doubt on 
the most influential theory of how the mind works that has ever been 
proposed. By itself, a perceptron or a hidden-layer network is a high-tech 
implementation of an ancient doctrine: the association of ideas. The 
British philosophers John Locke, David Hume, George Berkeley, David 
Hartley, and John Stuart Mill proposed that thought is governed by two 
laws. One is contiguity: ideas that are frequently experienced together 
get associated in the mind. Thereafter, when one is activated, the other 
is activated too. The other law is resemblance: when two ideas are simi
lar, whatever has been associated with the first idea is automatically 
associated with the second. As Hume summed up the theory in 1748: 

Experience shows us a number of uniform effects, resulting from certain 
objects. When a new object, endowed with similar sensible qualities, is 
produced, we expect similar powers and forces, and look for a like effect. 
From a body of like color and consistence with bread we expect like 
nourishment and support. 

Association by contiguity and resemblance was also thought to be the 
scrivener that fills the famous blank slate, Locke's metaphor for the 
neonate mind. The doctrine, called associarionism. dominated British 
and American views of the mind for centuries, and to a large extent still 
does. When the "ideas" were replaced by stimuli and responses, associa-
tionism became behaviorism. The blank slate and the two general-pur
pose laws of learning are also the psychological underpinnings of the 
Standard Social Science Model. We hear it in cliches about how our 
upbringing leads us to "associate' food with love, wealth with happiness, 
height with power, and so on. 

Until recently, associationism was too vague to test. But neural-net
work models, which are routinely simulated on computers, make the 
ideas precise. The learning scheme, in which a teacher presents the net
work with an input and the correct output and the network strives to 
duplicate the pairing in the future, is a good model of the law of contigu-
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ity. The distributed input representation, in which a concept does not get 

its own unit ("parrot") but is represented by a pattern of activity over 

units for its properties ("feathered," "winged," and so on), allows for auto

matic generalization to similar concepts and thus nicely fits thie law of 

association by resemblance. And if all parts of the mind start off as the 

same kind of network, we have an implementation of the blank slate. 

Connectionism thus offers an opportunity. In seeing what simple neural-

network models can and cannot do, we can put the centuries-old doc

trine of the association of ideas to a rigorous test. 

Before we begin, we need to set aside some red herrings. Connection

ism is not an alternative to the computational theory of mind, but a vari

ety of it, which claims that the main kind of information processing done 

by the mind is multivariate statistics. Connectionism is not a necessary 

corrective to the theory that the mind is like a commercial computer, with 

a high-speed, error-free, serial central processing unit; no one holds that 

theory. And there is no real-life Achilles who claims that every form of 

thinking consists of cranking through thousands of rules from a logic text

book. Finally, connectionist networks are not particularly realistic models 

of the brain, despite the hopeful label "neural networks." For example, the 

"synapse" (connection weight) can switch from excitatory to inhibitory, 

and information can flow in both directions along an "axon" (connection), 

both anatomically impossible. When there is a choice between getting a 

job done and mirroring the brain, connectionists often opt for getting the 

job done; that shows that the networks are used as a form of artificial 

intelligence based loosely on the metaphor of neurons, and are not a form 

of neural modeling. The question is, do they perform the right kinds of 

computations to model the workings of human thought? 

R a w connectoplasm has trouble with five feats of everyday thinking. 

The feats appear to be subtle at first, and were not even suspected of 

existing until logicians, linguists, and computer scientists begaft to put 

the meanings of sentences under a microscope. But the fdats give 

human thought its distinctive precision and power and are, I think, an 

important part of the answer to the question, How does the mind work? 

One feat is entertaining the concept of an individual. Let's go back to 

the first departure of neural networks from computerlike representa-
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tions. Rather than symbolizing an entity as an arbitrary pattern in a string 
of bits, we represented it as a pattern in a layer of units, each standing 
for one of the entity's properties. An immediate problem is that there is 
no longer a way to tell apart two individuals with identical properties. 
They are represented in one and the same way, and the system is blind to 
the fact that they are not the same hunk of matter. We have lost the 
individual: we can represent vegetableness or horsehood, but not a par
ticular vegetable or a particular horse. Whatever the system learns about 
one horse melds into what it knows about another, identical one. And 
there is no natural way to represent two horses. Making the horsey nodes 
twice as active won't do it, because that is indistinguishable from being 
twice as confident that the properties of a horse are present or from 
thinking that the properties of a horse are present to twice the degree. 

It is easy to confuse the relationship between a class and a subclass, 
such as "animal" and "horse" (which a network handles easily), with the 
relationship between a subclass and an individual, such as "horse" and 
"Mr. Ed." The two relationships are, to be sure, similar in one way. In 
both, any property of the higher entity is inherited by the lower entity. If 
animals breathe, and horses are animals, then horses breathe; if horses 
have hooves, and Mr. Ed is a horse, then Mr. Ed has hooves. This can 
lure a modeler into treating an individual as a very, very specific subclass, 
using some slight difference between the two entities—a freckle unit 
that is on for one individual but off for the other—to distinguish near-
doppelgangers. 

Like many connectionist proposals, the idea dates back to British 
associationism. Berkeley wrote, "Take away the sensations of softness, 
moisture, redness, tartness, and you take away the cherry, since it is 
not a being distinct from sensations. A cherry, I say, is nothing but a 
congeries of sensible impressions." But Berkeley's suggestion never did 
work. Your knowledge of the properties of two objects can be identical 
and still you can know they are distinct. Imagine a room with two iden
tical chairs. Someone comes in and switches them around. Is the room 
the same as or different from before? Obviously, everyone understands 
that it is different. But you know of no feature that distinguishes one 
chair from the other—except that you can think of one as Chair Num
ber One and the other as Chair Number Two. We are back to arbitrary 
labels for memory slots, as in the despised digital computer! The same 
point underlies a joke from the comedian Stephen Wright: "While I 
was gone, someone stole everything in my apartment and replaced it 
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with an exact replica. When I told my roommate, he said, 'Do I know 
you?'" 

There is, admittedly, one feature that always distinguishes individu
als: they cannot be in the same place at the same time. Perhaps the mind 
could stamp every object with the time and place and constantly update 
those coordinates, allowing it to distinguish individuals with identical 
properties. But even that fails to capture our ability to keep individuals 
apart in our minds. Suppose an infinite white plane contains nothing but 
two identical circles. One of them slides over and superimposes itself on 
the second one for a few moments, then proceeds on its way. I don't 
think anyone has trouble conceiving of the circles as distinct entities 
even in the moments in which they are in the same place at the same 
time. That shows that being in a certain place at a certain time is not our 

V\pr*^' m f t * ^ definition of "individual." 

\ W /? Therh«talis not that individuals cannot be represented in neural net-
\ ** works. It's easyT^Hstdedicate some units to indi\ndua\£jde1mties as indi-
\^> . i viduals, independent:ofvtJ»e)individuals' pr&pertip&f^me could give each 
t/}>*&*™ "jndividual its own unit, or give^e^iindivjddaTthe equivalent of a serial 

number, coded in a pattern of actiy^mite»«TJiemoral is that the net-
s*Kl I j works of the mind have to be^efarted to implemenTthe-dastract logical 
A notion of the individjjarfanalogous to the role played by an arbitrarily 

/>Q^ tab^d mempjy^ocation in a computer. What does not work is a pattern 
Y \ assoicj»Wfrestricted to an object's observable properties, a modern 
\/»0 \ v^l instantiation of the Aristotelian dictum that "there is nothing in the intel-
/<Ot > lect that was not previously in the senses." 
X- e Is this discussion just an exercise in logic? Not at all: the concept of 

individual is the fundamental particle of our faculties of social rea-yk>' soning. Let me give you two real-life examples, involving those grand 
^VA\7V[V\ . arenas of human interaction, love and justice. 
^ w \ v k Monozygotic twins share most of their properties. Apart from the 

physical resemblance, they think alike, feel alike, and act alike. Not 
identically, of course, and that is a loophole through which one might try 
to represent them as very narrow subclasses. But any creature represent
ing them as subclasses should at least tend to treat identical twins alike. 
The creature should transfer its opinions from one to the other, at least 
probabilistically or to some extent—remember, that is a selling point of 
associationism and its implementation in connectoplasm. For example, 
whatever attracts you to one twin—the way he walks, the way he talks, 
the way he looks, and so on—should attract you to the other. And this 
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should cast identical twins in tales of jealousy and betrayal of truly gothic 
proportions. In fact, nothing happens. The spouse of one identical twin 
feels no romantic attraction toward the other twin. Love locks our feel
ings in to another person as that person, not as a kind of person, no mat
ter how narrow the kind. 

On March 10, 1988, someone bit off half the ear of Officer David J. 
Storton. No one doubts who did it: either Shawn Blick, a twenty-one-
year-old man living in Palo Alto, California, or Jonathan Blick, his identi
cal twin brother. Both were scuffling with the officer, and one of them 
bit off part of his ear. Both were charged with mayhem, attempted bur
glary, assaulting a police officer, and aggravated mayhem. The aggravated 
mayhem charge, for the ear biting, carries a life sentence. Officer Stor
ton testified that one of the twins had short hair and the other long, and 
it was the long-haired man who bit him. Unfortunately, by the time the 
men surrendered three days later they sported identical crew cuts and 
weren't talking. Their lawyers argued that neither one could be given the 
severe sentence for aggravated mayhem. For each brother there is a rea
sonable doubt as to whether he did it, because it could have been the 
other. The argument is compelling because our sense of justice picks out 
the individual who did a deed, not the characteristics of that individual. 

Our obsession with individual personhood is not an inexplicable 
quirk, but probably evolved because every human being we meet, quite 
apart from any property we can observe, is guaranteed to house an 
unreplicable collection of memories and desires owing to a unique 
embryological and biographical history. In Chapter 6, when we reverse-
engineer the sense of justice and the emotion of romantic love, we will 
see that the mental act of registering individual persons is at the heart of 
their design. 

Human beings are not the only class of confusable individuals we 
have to keep distinct; a shell game is another real-life example. Many 
animals have to play shell games and thus keep track of individuals. One 
example is the mother who has to track her offspring, which may look 
like everyone else's but invisibly carries her genes. Another is the preda
tor of herding animals, who has to track one member of the herd, follow
ing the tag-in-the-swimming-pool strategy: if you're "It," don't switch 
quarries, giving everyone but yourself time to catch their breath. When 
zoologists in Kenya tried to make their data collection easier by color-
coding the horns of wildebeests they had tranquilized, they found that 
no matter how carefully they restored the marked animal to vigor before 
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reintroducing it to the herd, it was killed within a day or so by hyenas. 

One explanation is that the colored marker made it easy for the hyenas to 

individuate the wildebeest and chase it to the point of exhaustion. 

Recent thinking about zebra stripes is that they are not for blending in 

with stripey tall grass—always a dubious explanation—but for turning 

the zebras into a living shell game, baffling lions and other predators as 

they try to keep their attention on just one zebra. Of course, we do not 

know that hyenas or lions have the concept of an individual; perhaps an 

odd man out just looks more appetizing. But the examples illustrate the 

computational problem of distinguishing individuals from classes, and 

they underscore the human mind's facility in solving it. 

A second problem for associationism is called compositionality: the 
ability of a representation to be built out of parts and to have a meaning 
that comes from the meanings of the parts and from the way they are 
combined. Compositionality is the quintessential property of all human 
languages. The meaning of The baby ate the slug can be calculated from 
the meanings of baby, ate, the, and slug and from their positions in the 
sentence. The whole is not the sum of the parts; when the w0rds are 
rearranged into The slug ate the baby, a different idea is conveyed. Since 
you have never heard either sentence before, you must have interpreted 
them by applying a set of algorithms (incorporating the rules of syntax) to 
the strings of words. The end product in each case is a novel thought you 
assembled on the fly. Equipped with the concepts of babies, slugs, and 
eating, and with an ability to arrange symbols for them on a mental bul
letin board according to a scheme that can be registered by the demons 
that read it, you can think the thought for the first time in your life. 

Journalists say that when a dog bites a man, that is not news, but 
when a man bites a dog, that is news. The compositionality of mental 
representations is what allows us to understand news. We can entertain 
wild and wonderful new ideas, no matter how outlandish. The cow 
jumped over the moon; the Grinch stole Christmas; the universe began 
with a big bang; aliens land at Harvard; Michael Jackson married Elvis' 
daughter. Thanks to the mathematics of combinatorics, we will never 
run out of news. There are hundreds of millions of trillions of thinkable 
thoughts. 
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You might think it is easy to put compositionality in a neural network: 
just turn on the units for "baby," "eats," and "slug." But if that was all that 
happened in your mind, you would be in a fog as to whether the baby ate 
the slug, the slug ate the baby, or the baby and the slug ate. The concepts 
must be assigned to roles (what logicians call "arguments"): who is the 
eater, who is the eaten. 

Perhaps, then, one could dedicate a node to each combination o^ton-
cepts and roles. There would be a baby-eats-slug node and a^rfug-eats-
baby node. The brain contains a massive number of neuron^ one might 
think, so why not do it that way? One reason not to isihat there is mas
sive and then there is really massive. The number orcombinations grows 
exponentially with their allowable size, setting>erfr a combinatorial explo
sion whose numbers surpass even our mo^generous guess of the brain's 
capacity. According to legend, the vizjefaissa Ben Dahir claimed a hum
ble reward from King Shirham^mdia for inventing the game of chess. 
All he asked for was a grajjyrjf wheat to be placed on the first square of a 
chessboard, two graips^r wheat on the second, four on the third, and so 
on. Well before tirey reached the sixty-fourth square the king discovered 
he had unwittingly committed all the wheat in his kingdom. The reward 
amounfea to four trillion bushels, the world's wheat production for two 
thotfsand years. Similarly, the combinatorics of thought can overwhelm 
the number of neurons in the brain. A hundred million trillion sentence 
meanings cannot be squeezed into a brain with a hundred billion neu
rons if each meaning must have its own neuron. 

But even if they did fit, a complex thought is surely not stored whole, 
one thought per neuron. The clues come from the way our thoughts are 
related to one another. Imagine that each thought had its own unit. There 
would have to be separate units for the baby eating the slug, the slug 
eating the baby, the chicken eating the slug, the chicken eating the baby, 
the slug eating the chicken, the baby seeing the slug, the slug seeing the 
baby, the chicken seeing the slug, and so on. Units have to be assigned to 
all of these thoughts and many more; any human being capable of think
ing the thought that the baby saw the chicken is also capable of thinking 
the thought that the chicken saw the baby. But there is something suspi
cious about this inventory of thought-units; it is shot through with coin
cidences. Over and over again we have babies eating, slugs eating, babies 
seeing, slugs seeing, and so on. The thoughts perfectly slot themselves 
into the rows, columns, layers, hyper-rows, hyper-columns, and hyper-
layers of a vast matrix. But this striking pattern is baffling if thoughts are 
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just a very big collection of separate units; the units could just as easily 
have represented an inventory of isolated factoids that had nothing do 
with one another. When nature presents us with objects that perfectly 
fill a rectangular bank of pigeonholes, it's telling us that the objects must 
be built out of smaller components which correspond to the rows and 
the columns. That's how the periodic table of the elements led to an 
understanding of the structure of the atom. For similar reasons we can 
conclude that the warp and weft of our thinkable thoughts are the con
cepts composing them. Thoughts are assembled out of concepts; they 
are not stored whole. 

Compositionality is surprisingly tricky for connectoplasm. All the 
obvious tricks turn out to be inadequate halfway measures. Suppose we 
dedicate each unit to a combination of one concept and one role. Per
haps one unit would stand for baby-eats and another for slug-is-eaten, or 
perhaps one unit would stand for baby-does-something and another for 
slug-has-something-done-to-it. This cuts down the number of combina
tions considerably—but at the cost of reintroducing befuddlement about 
who did what to whom. The thought "The baby ate the chicken when 
the poodle ate the slug" would be indistinguishable from the thought 
"The baby ate the slug when the poodle ate the chicken." The problem is 
that a unit for baby-eats does not say what it ate, and a unit for slug-is-
eaten does not say who ate it. 

A step in the right direction is to build into the hardware a dis
tinction between the concepts (baby, slug, and so on) and the roles 
they play (actor, acted upon, and so on). Suppose we set up separate 
pools of units, one for the role of actor, one for the action, one for 
the role of acted upon. To represent a proposition, each pool of units 
is filled with the pattern for the concept currently playing the role, 
shunted in from a separate memory store for concepts. If we con
nected every node to every other node, we would have an auto-asso-
ciator for propositions, and it could achieve a modicum of facility 
with combinatorial thoughts. We could store "baby ate slug," and 
then when any two of the components were presented as a question 
(say, "baby" and "slug," representing the question "What is the rela
tionship between the baby and the slug?"), the network would com
plete the pattern by turning on the units for the third component (in 
this case, "ate"). 
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actor : action ; acted upon 

Or would it? Alas, it would not. Consider these thoughts: 

Baby same-as baby. 
Baby different-from slug. 
Slug different-from baby. 
Slug same-as slug. 

No set of connection weights that allow "baby" in the first slot and "same-
as" in the middle to turn on "baby" in the third slot, and that allow "baby" 
and "different-from" to turn on "slug," and that allow "slug" and "different-
from" to turn on "baby," will also allow "slug" and "same-as" to turn on 
"slug." It's the exclusive-or problem in a different guise. If the baby-to-baby 
and same-to-baby links are strong, they will turn on "baby" in response to 
"baby same-as " (which is good), but they will also turn on "baby" in 
response to "baby different-from " (which is bad) and in response to 
"slug same-as " (also bad). Jigger the weights all you want; you will 
never find ones that work for all four sentences. Since any human can 
understand the four sentences without getting confused, the human mind 
must represent propositions with something more sophisticated than a set 
of concept-to-concept or concept-to-role associations. The mind needs a 
representation for the proposition itself. In this example, the model needs 
an extra layer of units—most straightforwardly, a layer dedicated to repre
senting the entire proposition, separately from the concepts and their 

proposition 

oooooooo 

ooooo oooo ooooo 
acted upon 
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roles. The bottom of page 121 shows, in simplified form, a model devised 
by Geoffrey Hinton that does handle the sentences. 

The bank of "proposition" units light up in arbitrary patterns, a bit like 
serial numbers, that label complete thoughts. It acts as a superstructure 
keeping the concepts in each proposition in their proper slots. Note how 
closely the architecture of the network implements standard, language
like mentalese! There have been other suggestions for compositional net
works that aren't such obvious mimics, but they all have to have some 
specially engineered parts that separate concepts from their roles and 
that bind each concept to its role properly. The ingredients of logic such 
as predicate, argument, and proposition, and the computational machin
ery to handle them, have to be snuck back in to get a model to do mind
like things; association-stuff by itself is not enough. 

Another mental talent that you may never have realized you have is called 
quantification, or variable-binding. It arises from a combination of the first 
problem, individuals, with the second, compositionality. Our compositional 
thoughts are, after all, often about individuals, and it makes a difference 
how those individuals are linked to the various parts of the thought. The 
thought that a particular baby ate a particular slug is different from the 
thought that a particular baby eats slugs in general, or that babies in general 
eat slugs in general. There is a family of jokes whose humor depends on the 
listener appreciating that difference. "Every forty-five seconds someone in 
the United States sustains a head injury." "Omigod! That poor guy!" When 
we hear that "Hildegard wants to marry a man with big musclesj" we won
der whether she has a particular he-man lined up or if she is just hanging 
hopefully around the gym. Abraham Lincoln said, "You may fool all the peo
ple some of the time; you can even fool some of the people all the time; but 
you can't fool all of the people all the time." Without an ability to compute 
quantification, we could not understand what he said. 

In these examples, we have several sentences, or several readings of 
an ambiguous sentence, in which the same concepts play the same roles 
but the ideas as a whole are very different. Hooking up concepts to their 
roles is not enough. Logicians capture these distinctions with variables 
and quantifiers. A variable is a place-holding symbol like x or y which 
stands for the same entity across different propositions or different parts 
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of one proposition. A quantifier is a symbol that can express "There exists 
a particular x who . . ." and "For all x it is true that . . . " A thought can 
then be captured in a proposition built out of symbols for concepts, 
roles, quantifiers, and variables, all precisely ordered and bracketed. 
Compare, for example, "Every forty-five seconds {there exists an X [who 
gets injured]}" with "There exists an X {who every forty-five seconds 
[gets injured]}." Our mentalese must have machinery that does some
thing similar. But so far, we have no hint as to how this can be done in an 
associative network. 

Not only can a proposition be about an individual, it must be treated 
as a kind of individual itself, and that gives rise to a new problem. Con-
nectoplasm gets its power from superimposing patterns in a single set of 
units. Unfortunately, that can breed bizarre chimeras or make a network 
fall between two stools. It is part of a pervasive bugaboo for connecto-
plasm called interference or cross-talk. 

Here are two examples. The psychologists Neal Cohen and Michael 
McCloskey trained a network to add two digits. They first trained it to 
add 1 to the other numbers: when the inputs were "1" and "3," the net
work learned to put out "4," and so on. Then they trained it to add 2 to 
any other number. Unfortunately, the add-2 problem sucked the connec
tion weights over to values that were optimal for adding 2, and because 
the network had no hardware set aside to anchoring the knowledge of 
how to add 1, it became amnesic for how to add 1! The effect is called 
"catastrophic forgetting" because it is unlike the mild forgetting of every
day life. Another example comes from a network designed by McClelland 
and his collaborator Alan Kawamoto to assign meanings to ambiguous 
sentences. For example, A bat broke the window can mean either that a 
baseball bat was hurled at it or that a winged mammal flew through it. 
The network came up with the one interpretation that humans do not 
make: a winged mammal broke the window using a baseball bat! 

As with any other tool, the features that make connectoplasm good 
for some things make it bad for other things. A network's ability to gener
alize comes from its dense interconnectivity and its superposition of 
inputs. But if you're a unit, it's not always so great to have thousands of 
other units yammering in your ear and to be buffeted by wave after wave 
of inputs. Often different hunks of information should be packaged and 
stored separately, not blended. One way to do this is to give each propo
sition its own storage slot and address—once again showing that not all 
aspects of computer design can be dismissed as silicon curiosities. Com-
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puters, after all, were not designed as room heaters; they were1 designed 
to process information in a way that is meaningful to human users. 

The psychologists David Sherry and Dan Schacter have pujshed this 
line of reasoning farther. They note that the different engineering 
demands on a memory system are often at cross-purposes. Natural 
selection, they argue, responded by giving organisms specialized mem
ory systems. Each has a computational structure optimized for the 
demands of one of the tasks the mind of the animal must fulfill. For 
example, birds that cache seeds to retrieve in leaner times have evolved 
a capacious memory for the hiding places (ten thousand places, in the 
case of the Clark's Nutcracker). Birds whose males sing to impress the 
females or to intimidate other males have evolved a capacious memory 
for songs (two hundred, in the case of the nightingale). The1 memory 
for caches and the memory for songs are in different brain structures 
and have different patterns of wiring. We humans place two very differ
ent demands on our memory system at the same time. We have to 
remember individual episodes of who did what to whom, when, where, 
and why, and that requires stamping each episode with a time, a date, 
and a serial number. But we also must extract generic knowledge about 
how people work and how the world works. Sherry and Schacter sug
gest that nature gave us one memory system for each requirement: an 
"episodic" or autobiographical memory, and a "semantic" or generic-
knowledge memory, following a distinction first made by the psycholo
gist Endel Tulving. 

The trick that multiplies human thoughts into truly astronomical num
bers is not the slotting of concepts into three or four roles but a kind of 
mental fecundity called recursion. A fixed set of units for each role is not 
enough. We humans can take an entire proposition and give it a role in 
some larger proposition. Then we can take the larger proposition and 
embed it in a still-larger one, creating a hierarchical tree structure of 
propositions inside propositions. Not only did the baby eat the slug, but 
the father saw the baby eat the slug, and I wonder whether the father 
saw the baby eat the slug, and the father knows that I wonder whether 
he saw the baby eat the slug, and I can guess that the father knows that I 
wonder whether he saw the baby eat the slug, and so on. Just as an abil-
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ity to add 1 to a number bestows the ability to generate an infinite set of 
numbers, the ability to embed a proposition inside another proposition 
bestows the ability to think an infinite number of thoughts. 

To get propositions-inside-propositions out of the network displayed 
in the preceding diagram, one could add a new layer of connections to 
the top of the diagram, connecting the bank of units for the whole propo
sition to the role slot in some bigger proposition; the role might be some
thing like "event-observed." If we continue to add enough layers, we 
could accommodate an entire multiply nested proposition by etching a 
full tree diagram for it in connectoplasm. But this solution is clumsy and 
raises suspicions. For every kind of recursive structure, there would have 
to be a different network hard-wired in: one network for a person think
ing about a proposition, another for a person thinking about a proposition 
about a person thinking about a proposition, a third for a person commu
nicating a proposition about some person to another person, and so on. 

> In computer science and psycholinguistics, a more powerful and flex
ible mechanism is used. Each simple structure (for a person, an action, a 
proposition, and so on) is represented in long-term memory once, and a 
processor shuttles its attention from one structure to another, storing the 

\ itinerary of visits in short-term memory to thread the proposition 
V» together. This dynamic processor, called a recursive transition network, 

is especially plausible for sentence understanding, because we hear and 
read words one at a time rather than inhaling an entire sentence at once. 
We also seem to chew our eomplex thoughts piece by piece rather swal
lowing or regurgitating them whole, and that suggests that the mind is 
equipped with a recursive proposition-cruncher for thoughts, not just for 
sentences. The psychologists Michael Jordan and Jeff Elman have built 
networks whose output units send out connections that loop back into a 
set of short-term memory units, triggering a-new cycle of activation flow. 
That looping design provides a glimpse of how iterative information pro
cessing might be implemented in neural networks, but it is not enough 
to interpret or assemble structured propositions. More recently, there 
have been attempts to combine a looping network with a propositional 
network to implement a kind of recursive transition network out of 
pieces of connectoplasm. These attempts show that unless neural net
works are specially assembled into a recursive processor, they cannot 
handle our recursive thoughts. 
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I he human mind must be given credit for one more cognitive feat that is 
difficult to wring out of connectoplasm, and therefore difficult to explain 
by associationism. Neural networks easily implement a fuzzy logic in 
which everything is a kind-of something to some degree. To be sure, many 
common-sense concepts really are fuzzy at their edges and have no clear 
definitions. The philosopher Ludwig Wittgenstein offered the example of 
"a game," whose exemplars (jigsaw puzzles, roller derby, curling, Dungeons 
and Dragons, cockfighting, and so on) have nothing in common, and ear
lier I gave you two others, "bachelor" and "vegetable." The members of a 
fuzzy category lack a single defining feature; they overlap in many! features, 
much like the members of a family or the strands of a rope, none of which 
runs the entire length. In the comic strip Bloom County, Opus the Pen
guin, temporarily amnesic, objects when he is told he is a bird. Birds are 
svelte and aerodynamic, he points out; he is not. Birds can fly; he cannot. 
Birds can sing; his performance of "Yesterday" left his listeners gagging. 
Opus suspects he is really Bullwinkle the Moose. So even concepts like 
"bird" seem to be organized not around necessary and sufficient conditions 
but around prototypical members. If you look up bird in the dictionary, it 
will be illustrated not with a penguin but with Joe Bird, typically a sparrow. 

Experiments in cognitive psychology have shown that people are 
bigots about birds, other animals, vegetables, and tools. People share 
a stereotype, project it to all the members of a category, recognize the 
stereotype more quickly than the nonconformists, and even claim to 
have seen the stereotype when all they really saw were examples similar 
to it. These responses can be predicted by tallying up the properties that 
a member shares with other members of the category: the more birdy 
properties, the better the bird. An auto-associator presented with exam
ples from a category pretty much does the same thing, because it com
putes correlations among properties. That's a reason to believe that parts 
of human memory are wired something like an auto-associator. 

But there must be more to the mind than that. People are not always 
fuzzy. We laugh at Opus because a part of us knows that he really is a 
bird. We may agree on the prototype of a grandmother—the kindly, gray-
haired septuagenarian dispensing blueberry muffins or chicken soup 
(depending on whose stereotype we're talking about)—but at the same 
time we have no trouble understanding that Tina Turner and Elizabeth 
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Taylor are grandmothers (indeed, a Jewish grandmother, in Taylor's case). 
When it comes to bachelors, many people—such as immigration author
ities, justices of the peace, and health care bureaucrats—are notoriously 
Mwfuzzy about who belongs in the category; as we all know, a lot can 
hinge on a piece of paper. Examples of unfuzzy thinking are everywhere. 
A judge may free an obviously guilty suspect on a technicality. Bar
tenders deny beer to a responsible adult the day before his twenty-first 
birthday. We joke that you can't be a little bit pregnant or a little bit mar
ried, and after a Canadian survey reported that married women have sex 
1.57 times a week, the cartoonist Terry Mosher drew a woman sitting up 
in bed beside her dozing husband and muttering, "Well, that was .57." 

In fact, fuzzy and crisp versions of the same category can live side by side 
in a single head. The psychologists Sharon Armstrong, Henry Gleitman, 
and Lila Gleitman mischievously gave the standard tests for fuzzy cate
gories to university students but asked them about knife-edged categories 
like "odd number" and "female." The subjects happily agreed to daft state
ments such as that 13 is a better example of an odd number than 23 is, 
and that a mother is a better example of a female than a comedienne is. 
Moments later the subjects also claimed that a number either is odd or is 
even, and that a person either is female or is male, with no gray areas. 

People think in two modes. They can form fuzzy stereotypes by unin-
sightfully soaking up correlations among properties, taking advantage of 
the fact that things in the world tend to fall into clusters (things that bark 
also bite and lift their legs at hydrants). But people can also create sys
tems of rules—intuitive theories—that define categories in terms of the 
rules that apply to them, and that treat all the members of the category 
equally. All cultures have systems of formal kinship rules, often so pre
cise that one can prove theorems in them. Our own kinship system gives 
us a crisp version of "grandmother": the mother of a parent, muffins be 
damned. Law, arithmetic, folk science, and social conventions (with 
their rites of passage sharply delineating adults from children and hus
bands from bachelors) are other rule systems in which people all over the 
planet reckon. The grammar of a language is yet another. 

Rule systems allow us to rise above mere similarity and reach conclu
sions based on explanations. Hinton, Rumelhart, and McClelland wrote: 
"People are good at generalizing newly acquired knowledge. If, for exam
ple, you learn that chimpanzees like onions you will probably raise your 
estimate of the probability that gorillas like onions. In a network that 
uses distributed representations, this kind of generalization is auto-
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matic." Their boast is a twentieth-century echo of Hume's remark that 
from a body similar to bread in color and consistency we expect a similar 
degree of nourishment. But the assumption breaks down in any domain 
in which a person actually knows something. The onion-loving gorilla 
was intended only as an example, of course, but it is interesting to see 
how even this simple example underestimates us. Knowing a bit of zool
ogy and not much about gorillas, I would definitely not raise my estimate 
of the probability that gorillas like onions. Animals can be cross-classified. 
They may be grouped by genealogy and resemblance into a taxon, such as 
the great apes, but they also may be grouped into "guilds" that specialize 
in certain ways of getting food, such as omnivores, herbivores, and carni
vores. Knowing this principle leads me to reason as follows. Chimpanzees 
are omnivores, and it is not surprising that they eat onions; after all, we 
are omnivores, and we eat them. But gorillas are herbivores, who spend 
their days munching wild celery, thistles, and other plants. Herbivores are 
often finicky about which species they feed on, because their digestive 
systems are optimized to detoxify the poisons in some kinds of plants and 
not others (the extreme example being koalas, who specialize in eating 
eucalyptus leaves). So it would not surprise me if gorillas avoided the 
pungent onion, regardless of what chimpanzees do. Depending on which 
system of explanation I call to mind, chimpanzees and' gorillas are either 
highly similar category-mates or as different as people and cows. 

In associationism and its implementation in connectoplasm, the way 
an object is represented (namely, as a set of properties) automatically 
commits the system to generalizing in a certain way (unless it is trained 
out of the generalization with specially provided contrary examples). The 
alternative I am pushing is that humans can mentally symbolize kinds of 
objects, and those symbols can be referred to in a number of rule sys
tems we carry around in our heads. (In artificial intelligence, this tech
nique is called explanation-based generalization, and connectionist 
designs are an example of the technique called similarity-based general
ization.) Our rule systems couch knowledge in compositional, quanti
fied, recursive propositions, and collections of these propositions 
interlock to form modules or intuitive theories about particular domains 
of experience, such as kinship, intuitive science, intuitive psychology, 
number, language, and law. Chapter 5 explores some of those domains. 

What good are crisp categories and systems of rules? In the social 
world they can adjudicate between haggling parties each pointing at the 
fuzzy boundary of a category, one saying something is inside and the 
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other saying it is outside. Rites of passage, the age of majority, diplomas, 
licenses, and other pieces of legal paper draw sharp lines that all parties 
can mentally represent, lines that let everyone know where everyone else 
stands. Similarly, all-or-none rules are a defense against salami tactics, in 
which a person tries to take advantage of a fuzzy category by claiming 
one borderline case after another to his advantage. 

Rules and abstract categories also help in dealing with the natural 
world. By sidestepping similarity, they allow us to get beneath the surface 
and ferret out hidden laws that make things tick. And because they are, in 
a sense, digital, they give representations stability and precision. If you 
make a chain of analog copies from an analog tape, the quality declines 
with each generation of copying. But if you make a chain of digital copies, 
the last can be as good as the first. Similarly, crisp symbolic representa
tions allow for chains of reasoning in which the symbols are copied verba
tim in successive thoughts, forming what logicians call a sorites: 

All ravens are crows. 
All crows are birds. 
All birds are animals. 
All animals need oxygen. 

A sorites allows a thinker to draw conclusions with confidence despite 
meager experience. For example, a thinker can conclude that ravens 
need oxygen even if no one has ever actually deprived a raven of oxygen 
to see what happens. The thinker can reach that conclusion even if he or 
she has never witnessed an experiment depriving any animal of oxygen 
but only heard the statement from a credible expert. But if each step in 
the deduction were fuzzy or probabilistic or cluttered with the particulars 
of the category members one step before, the slop would accumulate. 
The last statement would be as noisy as an rath-generation bootleg tape 
or as unrecognizable as the last whisper in a game of broken telephone. 
People in all cultures carry out long chains of reasoning built from links 
whose truth they could not have observed directly. Philosophers have 
often pointed out that science is made possible by that ability. 

Like many issues surrounding the mind, the debate over connectionism 
is often cast as a debate between innateness and learning. And as always, 
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that makes it impossible to think clearly. Certainly learning plays an 
enormous role in connectionist modeling. Often a modeler, sent back to 
the drawing board by the problems I have mentioned, will take advan
tage of a hidden-layer network's ability to learn a set of inputs and out
puts and generalize them to new, similar ones. By training the living 
daylights out of a generic hidden-layer network, one can sometimes get it 
to do approximately the right thing. But heroic training regimes cannot, 
by themselves, be the salvation of connectoplasm. That is not because 
the networks have too little innate structure and too much environmen
tal input. It is because raw connectoplasm is so underpowered that net
works must often be built with the worst combination: too much innate 
structure combined with too much environmental input. 

For example, Hinton devised a three-layer network to compute family 
relationships. (He intended it as a demonstration of how networks work, 
but other connectionists have treated it as a real theory of psychology.) 
The input layer had units for a name and units for a relationship, such as 
"Colin" and "mother." The output layer had units for the name of the per
son so related, such as "Victoria." Since the units and connections are 
the innate structure of a network, and only the connection weights are 
learned, taken literally the network corresponds to an innate module in 
the brain just for spitting out answers to questions about who is related 
to a named person in a given way. It is not a system for reasoning about 
kinship in general, because the knowledge is smeared across the connec
tion weights linking the question layer to the answer layer, rather than 
being stored in a database that can be accessed by different retrieval 
processes. So the knowledge is useless if the question is changed slightly, 
such as asking how two people are related or asking for the names and 
relationships in a person's family. In this sense, the model has too much 
innate structure; it is tailored to a specific quiz. 

After training the model to reproduce the relationships in a small, 
made-up family, Hinton called attention to its ability to generalize to new 
pairs of kin. But in the fine print we learn that the network had to be 
trained on 100 of the 104 possible pairs in order to generalize to the 
remaining 4. And each of the 100 pairs in the training regime had to be 
fed into the network 1,500 times (150,000 lessons in all)! Obviously 
children do not learn family relationships in a manner even remotely like 
this. The numbers are typical of connectionist networks, because they do 
not cut to the solution by means of rules but need to have most of the 
examples pounded into them and merely interpolate between the exam-
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pies. Every substantially different kind of example must be in the train
ing set^OLthe network will interpolate spuriously, as in the story of the 
statisticians on a duck hunt: One shoots a yard too high, the second 
shoots a yard t"p lnw anrl fb,e third shouts, "We got him!" , 

Why put connectoplasm under such strong lights? Certainly not 
because I think neural-network modeling is unimportant—quite the con
trary! Without it, my whole edifice on how the mind works would be left 
levitating in midair. Nor do I think that network modeling is merely sub
contracting out the work of building demons and data structures from 
neural hardware. Many connectionist models offer real surprises about 
what the simplest steps of mental computation can accomplish. I do 
think that connectionism has been oversold. Because networks are adver
tised as soft, parallel, analogical, biological, and continuous, they have 
acquired a cuddly connotation and a diverse fan club. But neural net
works don't perform miracles, only some logical and statistical operations. 
The choices of an input representation, of the number of networks, of the 
wiring diagram chosen for each one, and of the data pathways and control 
structures that interconnect them explain more about what makes a sys
tem smart than do the generic powers of the component connectoplasm. 

But my main intent is not to show what certain kinds of models can
not do but what the mind can do. The point of this chapter is to give you 
a feel for the stuff our minds are made of. Thoughts and thinking are no 
longer ghostly enigmas but mechanical processes that can be studied, and 
the strengths and weaknesses of different theories can be examined and 
debated. I find it particularly illuminating to see the shortcomings of the 
venerable doctrine of the association of ideas, because they highlight 
the precision, subtlety, complexity, and open-endedness of our everyday 
thinking. The computational power of human thought has real conse
quences. It is put to good use in our capacity for love, justice, creativity, 
literature, music, kinship, law, science, and other activities we will 
explore in later chapters. But before we get to them, we must return to 
the other question that opened this chapter. 

A L A D D I N ' S LAMP 

What about consciousness? What makes us actually suffer the pain of a 
toothache or see the blue of the sky as blue? The computational theory of 
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mind, even with complete neural underpinnings, offers no clear answer. 
The symbol b lue is inscribed, goal states change, some neurons fire; so 
what? Consciousness has struck many thinkers as not just a problem but 
almost a miracle: 

Matter can differ from matter only in form, bulk, density, motion and 
direction of motion: to which of these, however varied or combined, can 
consciousness be annexed? To be round or square, to be solid or fluid, to 
be great or little, to be moved slowly or swiftly one way or another, are 
modes of material existence, all equally alien from the nature of cogita
tion. 

—Samuel Jdhnson 

How it is that anything so remarkable as a state of consciousness comes 
about as a result of irritating nervous tissue, is just as unaccountable as 
the appearance of the Djin, when Aladdin rubbed his lamp. 

—Thomas Huxley 

Somehow, we feel, the water of the physical brain is turned into the wine 
of consciousness, but we draw a total blank on the nature of this conver
sion. Neural transmissions just seem like the wrong kind of materials 
with which to bring consciousness into the world. 

—Colin McGinn 

Consciousness presents us with puzzle after puzzle. How can a neural 
event cause consciousness to happen? What good is consciousness? 
That is, what does the raw sensation of redness add to the train of bil
liard-ball events taking place in our neural computers? Any effect of per
ceiving something as red—noticing it against a sea of green, saying out 
loud, "That's red," reminiscing about Santa Claus and fire engines, 
becoming agitated—could be accomplished by pure information pro
cessing triggered by a sensor for long-wavelength light. Is consciousness 
an impotent side effect hovering over the symbols, like the lights flashing 
on a computer or the thunder that accompanies lightning? And if con
sciousness is useless—if a creature without it could negotiate the world 
as well as a creature with it—why would natural selection have favored 
the conscious one? 

Consciousness has recently become the circle that everyone wants to 
square. Almost every month an article announces that consciousness has 
been explained at last, often with a raspberry blown at the theologians 
and humanists who would put boundaries on science and another one 
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for the scientists and philosophers who dismiss the topic as too subjec
tive or muddled to be studyable. 

Unfortunately, many of the things that people write about conscious
ness are almost as puzzling as consciousness itself. Stephen Jay Gould 
wrote, "Homo sapiens is one small twig [on the tree of life]. . . . Yet our 
twig, for better or worse, has developed the most extraordinary new qual
ity in all the history of multicellular life since the Cambrian explosion. 
We have invented consciousness with all its sequelae from Hamlet to 
Hiroshima." Gould has denied consciousness to all nonhuman animals; 
other scientists grant it to some animals but not all. Many test for con
sciousness by seeing whether an animal recognizes that the image in a 
mirror is itself and not another animal. By this standard, monkeys, young 
chimpanzees, old chimpanzees, elephants, and human toddlers are 
unconscious. The only conscious animals are gorillas, orangutans, chim
panzees in their prime, and, according to Skinner and his student Robert 
Epstein, properly trained pigeons. Others are even more restrictive than 
Gould: not even all people are conscious. Julian Jaynes claimed that con
sciousness is a recent invention. The people of early civilizations, includ
ing the Greeks of Homer and the Hebrews of the Old Testament, were 
unconscious. Dennett is sympathetic to the claim; he believes that con
sciousness "is largely a product of cultural evolution that gets imparted to 
brains in early training" and that it is "a huge complex of memes," meme 
being Dawkins' term for a contagious feature of culture, such as a catchy 
jingle or the latest fashion craze. 

Something about the topic of consciousness makes people, like the 
White Queen in Through the Looking Glass, believe six impossible things 
before breakfast. Could most animals really be unconscious—sleepwalk
ers, zombies, automata, out cold? Hath not a dog senses, affections, pas
sions? If you prick them, do they not feel pain? And was Moses really 
unable to taste salt or see red or enjoy sex? Do children learn to become 
conscious in the same way that they learn to wear baseball caps turned 
around? 

People who write about consciousness are not crazy, so they must 
have something different in mind when they use the word. One of the 
best observations about the concept of consciousness came from Woody 
Allen in his hypothetical college course catalogue: 

Introduction to Psychology: The theory of human behavior. . . . Is there 
a split between mind and body, and, if so, which is better to have? 
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. . . Special consideration is given to a study of consciousness as opposed 
to unconsciousness, with many helpful hints on how to remain con
scious. 

Verbal humor sets readers up with one meaning of an ambiguous word 
and surprises them with another. Theoreticians also trade on the ambi
guity of the word consciousness, not as a joke but as a bait-and-switch: 
the reader is led to expect a theory for one sense of the word, the hardest 
to explain, and is given a theory for another sense, the easiest to, explain. 
I don't like to dwell on definitions, but when it comes to consciousness 
we have no choice but to begin by disentangling the meanings. 

Sometimes "consciousness" is just used as a lofty synonym for "intelli
gence." Gould, for example, must have been using it in this way. But 
there are three more-specialized meanings, nicely distinguished by the 
linguist Ray Jackendoff and the philosopher Ned Block. 

One is self-knowledge. Among the various people and objects that an 
intelligent being can have information about is the being itself. Not only 
can I feel pain and see red, I can think to myself, "Hey, here I am, Steve 
Pinker, feeling pain and seeing red!" Oddly enough, this recondite sense 
of the word is the one that most academic discussions have in mind. 
Consciousness is typically defined as "building an internal model of the 
world that contains the self," "reflecting back on one's own mode of 
understanding," and other kinds of navel-gazing that have nothing to do 
with consciousness as it is commonly understood: being alive and awake 
and aware. 

Self-knowledge, including the ability to use a mirror, is no more mys
terious than any other topic in perception and memory. If I have a mental 
database for people, what's to prevent it from containing an entry for 
myself? If I can learn to raise my arm and crane my neck to sight a hid
den spot on my back, why couldn't I learn to raise a mirror and look up at 
it to sight a hidden spot on my forehead? And access to information 
about the self is perfectly easy to model. Any beginning programmer can 
write a short piece of software that examines, reports on, and even modi
fies itself. A robot that could recognize itself in a mirror would not be 
much more difficult to build than a robot that could recognize anything 
at all. There are, to be sure, good questions to ask about the evolution of 
self-knowledge, its development in children, and its advantages (and, 
more interesting, disadvantages, as we shall see in Chapter 6). But self-
knowledge is an everyday topic in cognitive science, not the paradox of 
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water becoming wine. Because it is so easy to say something about self-
knowledge, writers can crow about their "theory of consciousness." 

A second sense is access to information. I ask, "A penny for your 
thoughts?" You reply by telling me the content of your daydreams, your 
plans for the day, your aches and itches, and the colors, shapes, and 
sounds in front of you. But you cannot tell me about the enzymes secreted 
by your stomach, the current settings of your heart and breathing rate, the 
computations in your brain that recover 3-D shapes from the 2-D retinas, 
the rules of syntax that order the words as you speak, or the sequence of 
muscle contractions that allow you to pick up a glass. That shows that the 
mass of information processing in the nervous system falls into two pools. 
One pool, which includes the products of vision and the contents of short-
term memory, can be accessed by the systems underlying verbal reports, 
rational thought, and deliberate decision making. The other pool, which 
includes autonomic (gut-level) responses, the internal calculations behind 
vision, language, and movement, and repressed desires or memories (if 
there are any), cannot be accessed by those systems. Sometimes informa
tion can pass from the first pool to the second or vice versa. When we first 
learn how to use a stick shift, every motion has to be thought out, but with 
practice the skill becomes automatic. With intense concentration and 
biofeedback, we can focus on a hidden sensation like our heartbeat. 

This sense of consciousness, of course, also embraces Freud's distinc
tion between the conscious and the unconscious mind. As with self-
knowledge, there is nothing miraculous or even mysterious about it. 
Indeed, there are obvious analogues in machines. My computer has 
access to information about whether the printer is working or not work
ing (it is "conscious" of it, in this particular sense) and can print out an 
error message, Printer not responding. But it has no access to infor
mation about why the printer is not working; the signal carried back 
along the cable from printer to computer does not include the informa
tion. The chip inside the printer, in contrast, does have access to that 
information (it is conscious of it, in this sense); the sensors in different 
parts of the printer feed into the chip, and the chip can turn on a yellow 
light if the toner supply is low and a red light if the paper is jammed. 

Finally, we come to the most interesting sense of all, sentience: sub
jective experience, phenomenal awareness, raw feels, first-person pre
sent tense, "what it is like" to be or do something, if you have to ask you'll 
never know. Woody Allen's joke turned on the difference between this 
sense of consciousness and Freud's sense of it as access to information 
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by the deliberative, language-using parts of the mind. And this sense, 
sentience, is the one in which consciousness seems like a miracle. 

The remainder of the chapter is about consciousness in these last two 
senses. First I will look at access, at what kinds of information the differ
ent parts of the mind make available to one another. In this sense of the 
word, we really are coming to understand consciousness. Interesting 
things can be said about how it is implemented in the brain, the role it 
plays in mental computation, the engineering specs it is designed to 
meet (and hence the evolutionary pressures that gave rise to it), and how 
those specs explain the main features of consciousness—sensory aware
ness, focal attention, emotional coloring, and the will. Finally, I will turn 
to the problem of sentience. 

Someday, probably sooner rather than later, we will have a fine under
standing of what in the brain is responsible for consciousness in the 
sense of access to information. Francis Crick and Christof Koch, for 
example, have set out straightforward criteria for what we should look 
for. Most obviously, information from sensation and memory guides 
behavior only in an awake animal, not an anesthetized one. Therefore 
some of the neural bases of access-consciousness can be found in what
ever brain structures act differently when an animal is awake and when 
it is in a dreamless sleep or out cold. The lower layers of the cerebral cor
tex are one candidate for that role. Also, we know that information about 
an object being perceived is scattered across many parts of the cerebral 
cortex. Therefore information access requires a mechanism that binds 
together geographically separated data. Crick and Koch suggest that syn
chronization of neural firing might be one such mechanism, perhaps 
entrained by loops from the cortex to the thalamus, the cerebrum's cen
tral way-station. They also note that voluntary, planned behavior pequires 
activity in the frontal lobes. Therefore access-consciousness may be 
determined by the anatomy of the fiber tracts running from various parts 
of the brain to the frontal lobes. Whether or not they are right, they have 
shown that the problem can be addressed in the lab. 

Access-consciousness is also a mere problem, not a mystery, in our 
grasp of the computations carried out by the brain. Recall our uncle-
detecting production system. It has a communal short-term metnory: a 
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workspace or bulletin board visible to all of the demons in the system. In 
a separate part of the system lies a larger repository of information, a 
long-term memory, that cannot be read by the demons until pieces of it 
are copied to the short-term memory. Many cognitive psychologists have 
pointed out that in these models the short-term memory (communal bul
letin board, global workspace) acts just like consciousness. When we are 
aware of a piece of information, many parts of the mind can act on it. 
We not only see a ruler in front of us but can describe it, reach for it, 
deduce that it can prop up a window, or count its markings. As the 
philosopher Stephen Stich has put it, conscious information is inferen-
tially promiscuous; it makes itself available to a large number of informa
tion-processing agents rather than committing itself to one alone. Newell 
and Simon have made headway in understanding human problem-solv
ing simply by asking a person to think aloud when working on a puzzle. 
They have nicely simulated the mental activity using a production sys
tem where the contents of the bulletin board correspond step for step 
with the person's report of what he is consciously thinking. 

The engineering specs of information access, and thus the selection 
pressures that probably gave rise to it, are also becoming clearer. The 
general principle is that any information processor must be given limited 
access to information because information has costs as well as benefits. 

One cost is space: the hardware to hold the information. The limita
tion is all too clear to microcomputer owners deciding whether to invest 
in more RAM. Of course the brain, unlike a computer, comes with vast 
amounts of parallel hardware for storage. Sometimes theorists inferjirat 
the brain can store all contingencies in advance and that thougjafcan be 
reduced to one-step pattern recognition. But the mathematics of a com
binatorial explosion bring to mind the old slogan oj^fTV: Too much is 
never enough. Simple calculations show that^he number of humanly 
graspable sentences, sentence meanings^^phess games, melodies, seeable 
objects, and so on can exceed the nefmber of particles in the universe. 
For example, there are thirty to^flrty-five possible moves at each point in 
a chess game, each of wj*fcn can be followed by thirty to thirty-five 
responses, defining about a thousand complete turns. A typical chess 
game lasts fortvKfrns, yielding 10120 different chess games. There are 
about 1070 Mtfficles in the visible universe. So no one can play chess by 
memorising all the games and recognizing every sequence of moves. The 
samg'fs true for sentences, stories, melodies, and so on. Of course, some 

combinations can be stored, but pretty soon either you run out of brain 
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or you start to superimpose the patterns and get useless chimeras and 
blends. Rather than storing googols of inputs and their outputs or ques
tions and their answers, an information processor needs rules:or algo
rithms that operate on a subset of information at a time and calculate an 
answer just when it is needed. 

A second cost of information is time. Just as one couldn't store all the 
chess games in a brain less than the size of the universe, one can't men
tally play out all the chess games in a lifetime less than the age of the 
universe (1018 seconds). Solving a problem in a hundred years is, practi
cally speaking, the same as not solving it at all. In fact, the requirements 
on an intelligent agent are even more stringent. Life is a series t»f dead
lines. Perception and behavior take place in real time, such as in hunting 
an animal or keeping up one's end of a conversation. And since computa
tion itself takes time, information processing can be part of the problem 
rather than part of the solution. Think about a hiker planning the quick
est route back to camp before it gets dark and taking twenty minutes to 
plot out a path that saves her ten minutes. 

A third cost is resources. Information processing requires energy. 
That is obvious to anyone who has stretched out the battery life of a lap
top computer by slowing down the processor and restricting its access to 
information on the disk. Thinking, too, is expensive. The technique of 
functional imaging of brain activity (PET and MRI) depends on the fact 
that working brain tissue calls more blood its way and consumes more 
glucose. 

Any intelligent agent incarnated in matter, working in real time, and 
subject to the laws of thermodynamics must be restricted in its access to 
information. Only information relevant to the problem at hand should be 
allowed in. That does not mean that the agent should wear blinkers or 
become an amnesiac. Information that is irrelevant at one time for one 
purpose might be relevant at another time for another purpose. So infor
mation must be routed. Information that is always irrelevant to a kind of 
computation should be permanently sealed off from it. Information that 
is sometimes relevant and sometimes irrelevant should be accessible to a 
computation when it is relevant, insofar as that can be predicted in 
advance. This design specification explains why access-consciousness 
exists in the human mind and also allows us to understand some of its 
details. 

Access-consciousness has four obvious features. First, we are 
aware, to varying degrees, of a rich field of sensation: the colors and 
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shapes of the world in front of us, the sounds and smells we are 
bathed in, the pressures and aches of our skin, bone, and muscles. 
Second, portions of this information can fall under the spotlight of 
attention, get rotated into and out of short-term memory, and feed our 
deliberative cogitation. Third, sensations and thoughts come with an 
emotional flavoring: pleasant or unpleasant, interesting or repellent, 
exciting or soothing. Finally, an executive, the "I," appears to make 
choices and pull the levers of behavior. Each of these features dis
cards some information in the nervous system, defining the highways 
of access-consciousness. And each has a clear role in the adaptive 
organization of thought and perception to serve rational decision mak
ing and action. 

Let's begin with the perceptual field. Jackendoff, after reviewing the 
levels of mental representation used by various modules, asked which 
level corresponds to the rich field of present-tense awareness. For exam
ple, visual processing runs from the rods and cones in the retina, through 
intermediate levels representing edges, depths, and surfaces, to a recog
nition of the objects in front of us. Language understanding proceeds 
from raw sound up through representations of syllables, words, and 
phrases, to an understanding of the content of the message. 

( Jackendoff observed that access-consciousness seems to tap the 
intermediate levels. People are unaware of the lowest levels of sensa
tion. We do not spend our lives in Proustian contemplation of every 
crumb of the madeleine and every nuance of the decoction of lime 
flowers. We literally cannot see the lightness of the coal in the sun, the 
darkness of the snowball inside, the pale green-gray of the "black" areas 
on the television screen, or the rubbery parallelograms that a moving 
square projects on our retinas. What we "see" is a highly processed 
product: the surfaces of objects, their intrinsic colors and textures, and 
their depths, slants, and tilts. In the sound wave arriving at our ears, 
syllables and words are warped and smeared together, but we don't 

i hear that seamless acoustic ribbon; we "hear" a chain of well-demar-

I cated words. Our immediate awareness does not exclusively tap the 
Jtighest level of representation, either. The highest levels—the contents 
of the world, or the gist of a message—tend to stick in long-term mem
ory days and years after an experience, but as the experience is unfold
ing, we are aware of the sights and sounds. We do not just abstractly 
think "Face!" when we see a face; the shadings and contours are avail
able for scrutiny. 



140 HOW THE MIND WORKS 

The advantages of intermediate-level awareness are not hard to find. 
Our perception of a constant shape and lightness across changes in 
viewing conditions tracks the object's inherent properties: the lump of 
coal itself stays rigid and black as we move around it or raise the lights, 
and we experience it as looking the same. The lower levels are not 
needed, and the higher levels are not enough. The raw data and compu
tational steps behind these constancies are sealed off from our aware
ness, no doubt because they use the eternal laws of optics and neither 
need advice from, nor have any insights to offer to, the rest of cognition. 
The products of the computation are released for general consumption 
well before the identities of objects are established, because we need 
more than a terse mise en scene to make our way around the world. 
Behavior is a game of inches, and the geometry and composition of sur
faces must be available to the decision processes that plan the next step 
or grasp. Similarly, while we are understanding a sentence there is noth
ing to be gained in peering all the way down to the hisses and hums of 
the sound wave; they have to be decoded into syllables before they 
match up with anything meaningful in the mental dictionary. The 
speech decoder uses a special key with lifelong validity and should be 
left to do its job without interference from kibbitzers in the rest of the 
mind. But as with vision, the rest of the mind cannot be satisfied with 
only the final product, either—in this case the speaker's gist. The 
choice of words and the tone of voice carry information that allows us to 
hear between the lines. 

The next noteworthy feature of conscious access is the spotlight of 
attention. It serves as the quintessential demonstration that unconscious 
parallel processing (in which many inputs are processed at the same 
time, each by its own mini-processor) can go only so far. An early stage of 
parallel processing does what it can, and passes along a representation 
from which a more cramped and plodding processor must select the 
information it needs. The psychologist Anne Treisman thought up a few 
simple, now classic demonstrations of where unconscious processing 
leaves off and conscious processing begins. People are shown a display of 
colored shapes, like X's and O's, and are asked to press a button if they 
see a specified target. If the search target is an O and the display shows 
one O in a sea of X's, the person responds quickly. It doesn't matter how 
many X's there are; people say the O just pops out. (Pop-out; as the 
effect is now called, is a nice sign of unconscious parallel processing.) 
Similarly, a green O pops out from a sea of red O's. But if the experi-



Thinking Machines 141 

menter asks the person to find a letter that is both green and an O, and 
the letter sits somewhere in a mixed sea of green X's and red O's, the per
son must consciously search the display, letter by letter, checking each 
one to see if it meets the two-part criterion. The task becomes like the 
children's comic strip Where's Waldo?, in which the hero in the red-and-
white-striped jersey hides in a throng of people -wearing red, white, or 
stripes. 

What exactly is happening? Imagine that the visual field is sprinkled 
with thousands of little processors, each of which detects a color or a 
simple shape like a curve, an angle, or a line whenever it appears at the 
processor's location. The output of one set of processors looks like this: 
red red red red green red red red, and so on. The output of another set 
looks like this: straight straight straight curved straight straight straight, 
and so on. Superimposed on these processors is a layer of odd-man-out 
detectors. Each stands astride a group of line or color detectors and 
"marks" any spot on the visual field that differs from its neighbors in 
color or in contour. The green surrounded by reds acquires a little extra 
flag. All it takes to see a green among reds is to spot the flag, a task 
within the powers of even the simplest demon. An O among X's can be 
detected in the same way. But the thousands of processors tiled across 
the field are too stupid to calculate conjunctions of features: a patch that 
is green and curved, or red and straight. The conjunctions are detected 
only by a programmable logic machine that looks at one part of the visual 
field at a time through a narrow, movable window, and passes on its 
answer to the rest of cognition. 

Why is visual computation divided into an unconscious parallel stage 
and a conscious serial stage? Conjunctions are combinatorial. It would 
be impossible to sprinkle conjunction detectors at every location in the 
visual field because there are too many kinds of conjunctions. There are 
a million visual locations, so the number of processors needed would be 
a million multiplied by the number of logically possible conjunctions: the 
number of colors we can discriminate times the number of contours 
times the number of depths times the number of directions of motion 
times the number of velocities, and so on, an astronomical number. Par
allel, unconscious computation stops after it labels each location with a 
color, contour, depth, and motion; the combinations then have to be 
computed, consciously, at one location at a time. 

The theory makes a surprising prediction. If the conscious processor 
is focused at one location, the features at other locations should float 
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around unglued. For example, a person not deliberately attending to a 
region should not know whether it contains a red X and a green O or a 
green X and a red O—the color and shape should float in separate planes 
until the conscious processor binds them together at a particular spot. 
Treisman found that that is what happens. When people are distracted 
from some colored letters, they can report the letters and they can report 
the colors, but they misreport which color went with which letter. These 
illusory combinations are a striking demonstration of the limits of uncon
scious visual computation, and they are not uncommon in everyday life. 
When words are glimpsed absent-mindedly or out of the corner of the 
eye, the letters sometimes rearrange themselves. One psychologist began 
to study the phenomenon after he walked past a coffee machine and 
wondered why it claimed to be dispensing the World's Worst Coffee. The 
sign, of course, really said "World's Best Coffee." One time I did a dou
ble-take when driving past a billboard advertising a brothel (actually the 
Brothers' Hotel). When flipping through a magazine I once caught sight 
of a headline about anti-semitic cameras (they were semi-antique). 

There are bottlenecks constricting the flow of information from inside 
the person as well as from outside. When we try to retrieve a memory, 
the items drip into awareness one at a time, often with agonizing delays 
if the information is old or uncommon. Ever since Plato invoked the 
metaphor of soft wax, psychologists have assumed that the neural 
medium must be inherently resistant to retaining information, fading 
with time unless the information is pounded in. But the brain can record 
indelible memories, such as the content of shocking news and a few of 
the details of the time and place at which one hears it. So the neural 
medium itself is not necessarily to blame. 

The psychologist John Anderson has reverse-engineered human 
memory retrieval, and has shown that the limits of memory are not a by
product of a mushy storage medium. As programmers like to say, "It's not 
a bug, it's a feature." In an optimally designed information-retrieval sys
tem, an item should be recovered only when the relevance of the item 
outweighs the cost of retrieving it. Anyone who has used a computerized 
library retrieval system quickly comes to rue the avalanche of titles 
spilling across the screen. A human expert, despite our allegedly feeble 
powers of retrieval, vastly outperforms any computer in locating a piece 
of information from its content. When I need to find articles on ia topic 
in an unfamiliar field, I don't use the library computer; I send email to a 
pal in the field. 
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What would it mean for an information-retrieval system to be opti
mally designed? It should cough up the information most likely to be 
useful at the time of the request. But how could that be known in 
advance? The probabilities could be estimated, using general laws about 
what kinds of information are most likely to be needed. If such laws 
exist, we should be able to find them in information systems in general, 
not just human memory; for example, the laws should be visible in the 
statistics of books requested at a library or the files retrieved in a com
puter. Information scientists have discovered several of these laws. A 
piece of information that has been requested many times in the past is 
more likely to be needed now than a piece that has been requested only 
rarely. A piece that has been requested recently is more likely to be 
needed now than a piece that has not been requested for a while. An 
optimal information-retrieval system should therefore be biased to fetch 
frequently and recently encountered items. Anderson notes that that is 
exactly what human memory retrieval does: we remember common and 
recent events better than rare and long-past events. He found four other 
classic phenomena in memory research that meet the optimal design cri
teria independently established for computer information-retrieval sys
tems. 

A third notable feature of access-consciousness is the emotional col
oring of experience. We not only register events but register them as 
pleasurable or painful. That makes us take steps to have more of the for
mer and less of the latter, now and in the future. None of this is a mys
tery. Computationally speaking, representations trigger goal states, which 
in turn trigger information-gathering, problem-solving, and behavior-
selecting demons that calculate how to attain, shun, or modify the 
charged situation. And evolutionarily speaking, there is seldom any mys
tery in why we seek the goals we seek—why, for example, people would 
rather make love with an attractive partner than get a slap on the belly 
with a wet fish. The things that become objects of desire are the kinds of 
things that led, on average, to enhanced odds of survival and reproduc
tion in the environment in which we evolved: water, food, safety, sex, sta
tus, mastery over the environment, and the well-being of children, 
friends, and kin. 

The fourth feature of consciousness is the funneling of control to an 
executive process: something we experience as the self, the will, the "I." 
The self has been under assault lately. The mind is a society of agents, 
according to the artificial intelligence pioneer Marvin Minsky. It's a large 
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collection of partly finished drafts, says Daniel Dennett, who adds, "It's a 
mistake to look for the President in the Oval Office of the brain." 

The society of mind is a wonderful metaphor, and I will use it with 
gusto when explaining the emotions. But the theory can be taken too far 
if it outlaws any system in the brain charged with giving the reiris or the 
floor to one of the agents at a time. The agents of the brain might very 
well be organized hierarchically into nested subroutines with a set of 
master decision rules, a computational demon or agent or good-kind-of-
homunculus, sitting at the top of the chain of command. It would not be 
a ghost in the machine, just another set of if-then rules or a neural net
work that shunts control to the loudest, fastest, or strongest agent one 
level down. 

We even have hints about the brain structures that house the deci
sion-making circuitry. The neurologist Antonio Damasio has noted that 
damage to the anterior cingulate sulcus, which receives input from many 
higher perceptual areas and is connected to the higher levels of the 
motor system, leaves a patient in a seemingly alert but strangely unre
sponsive state. The report led Francis Crick to proclaim, only partly in 
jest, that the seat of the will had been discovered. And for many decades 
neurologists have known that exercising the will—forming and carrying 
out plans-—is a job of the frontal lobes. A sad but typical example came 
to me from a man who called about his fifteen-year-old son, who had suf
fered an injury to his frontal lobes in a car accident. The boy would stay 
in the shower for hours at a time, unable to decide when to get out, and 
could not leave the house because he kept looping back to his room to 
check whether he had turned off the lights. 

Why would a society of mental agents need an executive at the top? 
The reason is as clear as the old Yiddish expression "You can't dance at 
two weddings with only one tuches." No matter how many agents we 
have in our minds, we each have exactly one body. Custody of each 
major part must be granted to a controller that selects a plan from the 
hubbub of competing agents. The eyes have to point at one object at a 
time; they can't fixate on the empty space halfway between two interest
ing objects or wobble between them in a tug-of-war. The limbs must be 
choreographed to pull the body or objects along a path that attains the 
goal of just one of the mind's agents. The alternative, a truly egalitarian 
society of mind, is shown in the wonderfully silly movie All of Me. Lily 
Tomlin is a hypochondriac heiress who hires a swami to transfer her soul 
into the body of a woman who doesn't want hers. During the transfer, a 



Thinking Machines 145 

chamberpot containing her soul falls out the window and conks a 
passerby, played by Steve Martin, on the head. Tomlin's dybbuk comes to 
rest in the right half of his body while he retains control of the left half. 
He lurches in a zigzag as first his left half strides in one direction and 
then his right half, pinkie extended, minces in the other. 

So, consciousness in the sense of access is coming to be understood. 
What about consciousness in the sense of sentience? Sentience and 
access may be two sides of a single coin. Our subjective experience is 
also the grist for our reasoning, speech, and action. We do not just expe
rience a toothache; we complain about it and head to the dentist. 

Ned Block has tried to clarify the distinction between access and sen
tience by thinking up scenarios in which access could occur without sen
tience and vice versa. An example of access without sentience might be 
found in the strange syndrome called blindsight. When a person has a 
large blind spot because of damage to his visual cortex, he will adamantly 
deny that he can see a thing there, but when forced to guess where an 
object is, he performs well above chance. One interpretation is that the 
blindsighter has access to the objects but is not sentient of them. Whether 
or not this is correct, it shows that it is possible to conceive of a difference 
between access and sentience. Sentience without access might occur 
when you are engrossed in a conversation and suddenly realize that there is 
a jackhammer outside the window and that you have been hearing it, but 
not noticing it, for some time. Prior to the epiphany you were sentient of 
the noise but had no access to it. But Block admits that the examples are a 
bit strained, and suspects that in reality access and sentience go together. 

So we may not need a separate theory of where sentience occurs in 
the brain, how it fits into mental computation, or why it evolved. It 
seems to be an extra quality of some kinds of information access. What 
we do need is a theory of how the subjective qualities of sentience 
emerge out of mere information access. To complete the story, then, I 
must present a theory that addresses questions like these: 

• If we could ever duplicate the information processing in the human 
mind as an enormous computer program, would a computer running the 
program be conscious? 



146 I HOW THE MIND WORKS 

• What if we took that program and trained a large number of people, 
say, the population of China, to hold in mind the data and act out the 
steps? Would there be one gigantic consciousness hovering overt China, 
separate from the consciousnesses of the billion individuals? If they were 
implementing the brain state for agonizing pain, would there be some 
entity that really was in pain, even if every citizen was cheerful and light-
hearted? 

• Suppose the visual receiving area at the back of your brain was sur
gically severed from the rest and remained alive in your skull, receiving 
input from the eyes. By every behavioral measure you are blind. Is there 
a mute but fully aware visual consciousness sealed off in the back of your 
head? What if it was removed and kept alive in a dish? 

• Might your experience of red be the same as my experience of 
green? Sure, you might label grass as "green" and tomatoes as "red," just 
as I do, but perhaps you actually see the grass as having the color that I 
would describe, if I were in your shoes, as red. 

• Could there be zombies? That is, could there be an android rigged 
up to act as intelligently and as emotionally as you and me, but in which 
there is "no one home" who is actually feeling or seeing anything? How do 
I know that you're not a zombie? 

• If someone could download the state of my brain and duplicate it in 
another collection of molecules, would it have my consciousness? If 
someone destroyed the original, but the duplicate continued to live my 
life and think my thoughts and feel my feelings, would I have been mur
dered? Was Captain Kirk snuffed out and replaced by a twin every time 
he stepped into the transporter room? i 

• What is it like to be a bat? Do beetles enjoy sex? Does a worm 
scream silently when a fisherman impales it on a hook? 

• Surgeons replace one of your neurons with a microchip that dupli
cates its input-output functions. You feel and behave exactly as before. 
Then they replace a second one, and a third one, and so on, until more 
and more of your brain becomes silicon. Since each microchip does 
exactly what the neuron did, your behavior and memory never change. 
Do you even notice the difference? Does it feel like dying? Is some other 
conscious entity moving in with you? 

Beats the heck out of me! I have some prejudices, but no idea of how 

to begin to look for a defensible answer. And neither does anyone else. 

The computational theory of mind offers no insight; neither does any 
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finding in neuroscience, once you clear up the usual confusion of sen
tience with access and self-knowledge. 

How can a book called How the Mind Works evade the responsibility 
of explaining where sentience comes from? I could, I suppose, invoke 
the doctrine of logical positivism, which holds that if a statement cannot 
be verified it is literally meaningless. The imponderables in my list ask 
about the quintessentially unverifiable. Many thinkers, such as Dennett, 
conclude that worrying about them is simply flaunting one's confusion: 
sentient experiences (or, as philosophers call them, qualia) are a cogni
tive illusion. Once we have isolated the computational and neurological 
correlates of access-consciousness, there is nothing left to explain. It's 
just irrational to insist that sentience remains unexplained after all the 
manifestations of sentience have been accounted for, just because 
the computations don't have anything sentient in them. It's like insisting 
that wetness remains unexplained even after all the manifestations of 
wetness have been accounted for, because moving molecules aren't wet. 

Most people are uncomfortable with the argument, but it is not easy 
to find anything wrong with it. The philosopher Georges Rey once told 
me that he has no sentient experiences. He lost them after a bicycle 
accident when he was fifteen. Since then, he insists, he has been a zom
bie. I assume he is speaking tongue-in-cheek, but of course I have no 
way of knowing, and that is his point. 

The qualia-debunkers do have a point. At least for now, we have no 
scientific purchase on the special extra ingredient that gives rise to sen
tience. As far as scientific explanation goes, it might as well not exist. It's 
not just that claims about sentience are perversely untestable; it's that 
testing them would make no difference to anything anyway. Our incom
prehension of sentience does not impede our understanding of how the 
mind works in the least. Generally the parts of a scientific problem fit 
together like a crossword puzzle. To reconstruct human evolution, we 
need physical anthropology to find the bones, archeology to understand 
the tools, molecular biology to date the split from chimpanzees, and 
paleobotany to reconstruct the environment from fossil pollen. When 
any part of the puzzle is blank, such as a lack of chimpanzee fossils or an 
uncertainty about whether the climate was wet or dry, the gap is sorely 
felt and everyone waits impatiently for it to be filled. But in the study of 
the mind, sentience floats in its own plane, high above the causal chains 
of psychology and neuroscience. If we ever could trace all the neurocom-
putational steps from perception through reasoning and emotion to 
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behavior, the only thing left missing by the lack of a theory of sentience 
would be an understanding of sentience itself. 

But saying that we have no scientific explanation of sentience is not 
the same as saying that sentience does not exist at all. I am as certain 
that I am sentient as I am certain of anything, and I bet you feel the 
same. Though I concede that my curiosity about sentience may never be 
satisfied, I refuse to believe that I am just confused when I think I am 
sentient at all! (Dennett's analogy of unexplained wetness is not decisive: 
wetness is itself a subjective feeling, so the observer's dissatisfaction is 
just the problem of sentience all over again.) And we cannot banish sen
tience from our discourse or reduce it to information access, because 
moral reasoning depends on it. The concept of sentience underlies our 
certainty that torture is wrong and that disabling a robot is the destruc
tion of property but disabling a person is murder. It is the reason that the 
death of a loved one does not impart to us just self-pity at our loss but 
the uncomprehending pain of knowing that the person's thoughts and 
pleasures have vanished forever. 

If you bear with me to the end of the book, you will learn my own 
hunch about the mystery of sentience. But the mystery remains a mys
tery, a topic not for science but for ethics, for late-night dorm-rbom bull 
sessions, and, of course, for one other realm: 

On a microscopic piece of sand that floats through space is a fragment of 
a man's life. Left to rust is the place he lived in and the machines he 
used. Without use, they will disintegrate from the wind and the sand and 
the years that act upon them; all of Mr. Cony's machines—including the 
one made in his image, kept alive by love, but now obsolete . . . in the 
Twilight Zone. 
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REVENGE OF THE NERDS 

Somewhere beyond the edge of our solar system, hurtling into inter
stellar space, is a phonograph and a golden record with hieroglyphic 
instructions on the sleeve. They are attached to the Voyager 2 space 

probe, launched in 1977 to transmit photographs and data back to us from 
the outer planets in our solar system. Now that it has flown by Neptune 
and its thrilling scientific mission is over, it serves as an interplanetary call
ing card from us to any spacefaring extraterrestrial that might snag it. 

The astronomer Carl Sagan was the record producer, and he chose 
sights and sounds that captured our species and its accomplishments. 
He included greetings in fifty-five human languages and one "whale lan
guage," a twelve-minute sound essay made up of a baby's cry, a kiss, and 
an EEG record of the meditations of a woman in love, and ninety min
utes of music sampled from the world's idioms: Mexican mariachi, Peru
vian panpipes, Indian raga, a Navajo night chant, a Pygmy girl's initiation 
song, a Japanese shakuhachi piece, Bach, Beethoven, Mozart, Stravinsky, 
Louis Armstrong, and Chuck Berry singing "Johnny B. Goode." 

The disk also bore a message of peace from our species to the cosmos. 
In an unintended bit of black comedy, the message was recited by the 
secretary-general of the United Nations at the time, Kurt Waldheim. 
Years later historians discovered that Waldheim had spent World War II 
as an intelligence officer in a German army unit that carried out brutal 
reprisals against Balkan partisans and deported the Jewish population of 
Salonika to Nazi death camps. It is too late to call Voyager back, and this 
mordant joke on us will circle the center of the Milky Way galaxy forever. 

149 
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GET SMART 

The Voyager phonograph record, in any case, was a fine idea, if only 
because of the questions it raised. Are we alone? If not, do alien life forms 
have the intelligence and the desire to develop space travel? If so, would 
they interpret the sounds and images as we intended, or would they hear 
the voice as the whine of a modem and see the line drawings of people on 
the cover as showing a race of wire frames? If they understood it, how 
would they respond? By ignoring us? By coming over to enslave us or eat 
us? Or by starting an interplanetary dialogue? In a Saturday Night Live skit, 
the long-awaited reply from outer space was "Send more Chuck Berry." 

These are not just questions for late-night dorm-room bull sessions. 
In the early 1990s NASA allocated a hundred million dollars to a ten-
year Search for Extraterrestrial Intelligence (SETI). Scientists were to 
listen with radio antennas for signals that could have come only from 
intelligent extraterrestrials. Predictably, some congressmen objected. 
One said it was a waste of federal money "to look for little green men 
with mis-shapen heads." To minimize the "giggle factor," NASA renamed 
the project the High-Resolution Microwave Survey, but it was to<j) late to 
save the project from the congressional ax. Currently it is funded by 
donations from private sources, including Steven Spielberg. 

The opposition to SETI came not just from the know-nothings but 
from some of the world's most distinguished biologists. Why did they 
join the discussion? SETI depends on assumptions from evolutionary 
theory, not just astronomy—in particular, about the evolution of intelli
gence. Is intelligence inevitable, or was it a fluke? At a famous confer
ence in 1961, the astronomer and SETI enthusiast Frank Drake noted 
that the number of extraterrestrial civilizations that might contact us can 
be estimated with the following formula: 

(1) (The number of stars in the galaxy) x 
(2) (The fraction of stars with planets) x 
(3) (The number of planets per solar system with a life-supporting 

environment) X 
(4) (The fraction of these planets on which life actually appears) x 
(5) (The fraction of life-bearing planets on which intelligence 

emerges) x 
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(6) (The fraction of intelligent societies willing and able to communi
cate with other worlds) X 

(7) (The longevity of each technology in the communicative state). 
The astronomers, physicists, and engineers at the conference felt unable 

to estimate factor (6) without a sociologist or a historian. But they felt con
fident in estimating factor (5), the proportion of life-bearing planets on 
which intelligence emerges. They decided it was one hundred percent. 

Finding intelligent life elsewhere in the cosmos would be the most 
exciting discovery in human history. So why are the biologists being such 
grinches? It is because they sense that the SETI enthusiasts are reason
ing from a pre-scientific folk belief. Centuries-old religious dogma, the 
Victorian ideal of progress, and modern secular humanism all lead peo
ple to misunderstand evolution as an internal yearning or unfolding 
toward greater complexity, climaxing in the appearance of man. The 
pressure builds up, and intelligence emerges like popcorn in a pan. 

The religious doctrine was called the Great Chain of Being—amoeba 
to monkey to man—and even today many scientists thoughtlessly use 
words like "higher" and "lower" life forms and the evolutionary "scale" 
and "ladder." The parade of primates, from gangly-armed gibbon through 
stoop-shouldered caveman to upright modern man, has become an icon 
of pop culture, and we all understand what someone means when she 
says she turned down a date because the guy is not very evolved. In sci
ence fiction like H. G. Wells' The Time Machine, episodes of Star Trek, 
and stories from Boy's Life, the momentum is extrapolated to our descen
dants, shown as bald, varicose-veined, bulbous-brained, spindly-bodied 
homunculi. In The Planet of the Apes and other stories, after we have 
blown ourselves to smithereens or choked in our pollutants, apes or dol
phins rise to the occasion and take on our mantle. 

Drake expressed these assumptions in a letter to Science defending 
SETI against the eminent biologist Ernst Mayr. Mayr had noted that 
only one of the fifty million species on earth had developed civilizations, 
so the probability that life on a given planet would include an intelligent 
species might very well be small. Drake replied: 

The first species to develop intelligent civilizations will discover that it is 
the only such species. Should it be surprised? Someone must be first, 
and being first says nothing about how many other species had or have 
the potential to evolve into intelligent civilizations, or may do so in the 
future Similarly, among many civilizations, one will be the first, and 
temporarily the only one, to develop electronic technology. How else 
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could it be? The evidence does suggest that planetary systems need to 
exist in sufficiently benign circumstances for a few billion years for a 
technology-using species to evolve. 

To see why this thinking runs so afoul of the modern theory of evolu
tion, consider an analogy. The human brain is an exquisitely complex 
organ that evolved only once. The elephant's trunk, which can stack logs, 
uproot trees, pick up a dime, remove thorns, powder the elephant with 
dust, siphon water, serve as a snorkel, and scribble with a pencil, is 
another complex organ that evolved only once. The brain and the trunk 
are products of the same evolutionary force, natural selection. Imagine 
an astronomer on the Planet of the Elephants defending SETT, the 
Search for Extraterrestrial Trunks: 

The first species to develop a trunk will discover that it is the only such 
species. Should it be surprised:1 Someone must be first, and being first 
says nothing about how many other species had or have the potential to 
evolve trunks, or may do so in the future. . . . Similarly, among many 
trunk-bearing species, one will be the first, and temporarily the only one, 
to powder itself with dust. The evidence does suggest that planetary sys
tems need to exist in sufficiently benign circumstances for a few billion 
years for a trunk-using species to evolve. . . . 

This reasoning strikes us as cockeyed because the elephant is assum
ing that evolution did not just produce the trunk in a species on this 
planet but was striving to produce it in some lucky species, each waiting 
and hoping. The elephant is merely "the first," and "temporarily" the only 
one; other species have "the potential," though a few billion years will 
have to pass for the potential to be realized. Of course, we are not chau
vinistic about trunks, so we can see that trunks evolved, but not because 
a rising tide made it inevitable. Thanks to fortuitous preconditions in the 
elephants' ancestors (large size and certain kinds of nostrils and lips), 
certain selective forces (the problems posed by lifting and lowering a 
huge head), and luck, the trunk evolved as a workable solution for those 
organisms at that time. Other animals did not and will not evolve trunks 
because in their bodies and circumstances it is of no great help. Could it 
happen again, here or elsewhere? It could, but the proportion of planets 
on which the necessary hand has been dealt in a given period of time is 
presumably small. Certainly it is less than one hundred percent. 

We are chauvinistic about our brains, thinking them to be the: goal of 
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evolution. And that makes no sense, for reasons articulated over the 
years by Stephen Jay Gould. First, natural selection does nothing even 
close to striving for intelligence. The process is driven by differences in 
the survival and reproduction rates of replicating organisms in a particu
lar environment. Over time the organisms acquire designs that adapt 
them for survival and reproduction in that environment, period; nothing 
pulls them in any direction other than success there and then. When an 
organism moves to a new environment, its lineage adapts accordingly, 
but the organisms who stayed behind in the original environment can 
prosper unchanged. Life is a densely branching bush, not a scale or a 
ladder, and living organisms are at the tips of the branches, not on lower 
rungs. Every organism alive today has had the same amount of time to 
evolve since the origin of life—the amoeba, the platypus, the rhesus 
macaque, and, yes, Larry on the answering machine asking for another 
date. 

But, a SETI fan might ask, isn't it true that animals become more 
complex over time? And wouldn't intelligence be the culmination? In 
many lineages, of course, animals have become more complex. Life 
began simple, so the complexity of the most complex creature alive on 
earth at any time has to increase over the eons. But in many lineages 
they have not. The organisms reach an optimum and stay put, often for 
hundreds of millions of years. And those that do become more complex 
don't always become smarter. They become bigger, or faster, or more poi
sonous, or more fecund, or more sensitive to smells and sounds, or able 
to fly higher and farther, or better at building nests or dams—whatever 
works for them. Evolution is about ends, not means; becoming smart is 
just one option. 

Still, isn't it inevitable that many organisms would take the route to 
intelligence? Often different lineages converge on a solution, like the 
forty different groups of animals that evolved complex designs for eyes. 
Presumably you can't be too rich, too thin, or too smart. Why wouldn't 
humanlike intelligence be a solution that many organisms, on this planet 
and elsewhere, might converge on? 

Evolution could indeed have converged on humanlike intelligence 
several times, and perhaps that point could be developed to justify SETI. 
But in calculating the odds, it is not enough to think about how great it is 
to be smart. In evolutionary theory, that kind of reasoning merits the 
accusation that conservatives are always hurling at liberals: they specify a 
benefit but neglect to factor in the costs. Organisms don't evolve toward 
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every imaginable advantage. If they did, every creature would be faster 
than a speeding bullet, more powerful than a locomotive, and able to 
leap tall buildings in a single bound. An organism that devotes some of 
its matter and energy to one organ must take it away from another. It 
must have thinner bones or less muscle or fewer eggs. Organs evolve 
only when their benefits outweigh their costs. 

Do you have a Personal Digital Assistant, like the Apple Newton? 
These are the hand-held devices that recognize handwriting, store phone 
numbers, edit text, send faxes, keep schedules, and many other feats. 
They are marvels of engineering and can organize a busy life. But I don't 
have one, though I am a gadget-lover. Whenever I am tempted to buy a 
PDA, four things dissuade me. First, they are bulky. Second, they need 
batteries. Third, they take time to learn to use. Fourth, their sophistica
tion makes simple tasks, like looking up a phone number, slow and cum
bersome. I get by with a notebook and a fountain pen. 

The same disadvantages would face any creature pondering whether 
to evolve a humanlike brain. First, the brain is bulky. The female pelvis 
barely accommodates a baby's outsize head. That design compromise 
kills many women during childbirth and requires a pivoting gait that 
makes women biomechanically less efficient walkers than men. Also, a 
heavy head bobbing around on a neck makes us more vulnerable to fatal 
injuries in accidents such as falls. Second, the brain needs energy. 
Neural tissue is metabolically greedy; our brains take up only two per
cent of our body weight but consume twenty percent of our energy and 
nutrients. Third, brains take time to learn to use. We spend much of our 
lives either being children or caring for children. Fourth, simple tasks 
can be slow. My first graduate advisor was a mathematical psychologist 
who wanted to model the transmission of information in the brain by 
measuring reaction times to loud tones. Theoretically, the neuron-to-
neuron transmission times should have added up to a few milliseconds. 
But there were seventy-five milliseconds unaccounted for between stim
ulus and response—"There's all this cogitation going on, and we just 
want him to push his finger down," my advisor grumbled. Lower-tech 
animals can be much quicker; some insects can bite in less than a mil
lisecond. Perhaps this answers the rhetorical question in the sporting 
equipment ad: The average man's IQ is 107. The average brown trout's 
IQ is 4. So why can't a man catch a brown trout? 

Intelligence isn't for everyone, any more than a trunk is, and this 
should give SETI enthusiasts pause. But I am not arguing against the 
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search for extraterrestrial intelligence; my topic is lerrestrial intelligence. 
The fallacy that intelligence is some exalted ambition of evolution is part 
of the same fallacy that treats it as a divine essence or wonder tissue or 
all-encompassing mathematical principle. The mind is an organ, a bio
logical gadget. We have our minds because their design attains outcomes 
whose benefits outweighed the costs in the lives of Plio-Pleistocene 
African primates. To understand ourselves, we need to know the how, 
why, where, and when of this episode in history. They are the subject of 
this chapter. 

LIFE'S DESIGNER 

One evolutionary biologist has made a prediction about extraterrestrial 
life—not to help us look for life on other planets, but to help us under
stand life on this planet. Richard Dawkins has ventured that life, any
where it is found in the universe, will be a product of Darwinian natural 
selection. That may seem like the most overreaching prognosis ever 
made from an armchair, but in fact it is a straightforward consequence of 
the argument for the theory of natural selection. Natural selection is the 
only explanation we have of how complex life can evolve, putting aside 
the question of how it did evolve. If Dawkins is right, as I think he is, 
natural selection is indispensable to understanding the human mind. If it 
is the only explanation of the evolution of little green men, it certainly is 
the only explanation of the evolution of big brown and beige ones. 

The theory of natural selection—like the other foundation of this 
book, the computational theory of mind—has an odd status in modern 
intellectual life. Within its home discipline, it is indispensable, explain
ing thousands of discoveries in a coherent framework and constantly 
inspiring new ones. But outside its home, it is misunderstood and 
reviled. As in Chapter 2, I want to spell out the case for this foundational 
idea: how it explains a key mystery that its alternatives cannot explain, 
how it has been verified in the lab and the field, and why some famous 
arguments against it are wrong. 

Natural selection has a special place in science because it alone 
explains what makes life special. Life fascinates us because of its adap
tive complexity or complex design. Living things are not just pretty bits of 
bric-a-brac, but do amazing things. They fly, or swim, or see, or digest 
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food, or catch prey, or manufacture honey or silk or wood or poison. 

These are rare accomplishments, beyond the means of puddles, rocks, 

clouds, and other nonliving things. We would call a heap of extraterres

trial matter "life" only if it achieved comparable feats. 

Rare accomplishments come from special structures. Animals can see 

and rocks can't because animals have eyes, and eyes have precise 

arrangements of unusual materials capable of forming an image: a cornea 

that focuses light, a lens that adjusts the focus to the object's depth, an 

iris that opens and closes to let in the right amount of light, a sphere of 

transparent jelly that maintains the eyes shape, a retina at the focal 

plane of the lens, muscles that aim the eyes up-and-down, side-to-side, 

and in-and-out, rods and cones that transduce light into neural signals, 

and more, all exquisitely shaped and arranged. The odds are mind-bog-

glingly stacked against these structures' being assembled out of raw 

materials by tornados, landslides, waterfalls, or the lightning bolt vaporiz

ing swamp goo in the philosopher's thought experiment. 

The eye has so many parts, arranged so precisely, that it appears to 

have been designed in advance with the goal of putting together some

thing that sees. The same is true for our other organs. Our joints are 

lubricated to pivot smoothly, our teeth meet to sheer and grind, our 

hearts pump blood—every organ seems to have been designed with a 

function in mind. One of the reasons God was invented was to be the 

mind that formed and executed life's plans. The laws of the world work 

forwards, not backwards: rain causes the ground to be wet; the ground's 

benefiting from being wet cannot cause the rain. What else but the plans 

of God could effect the teleology (goal-directedness) of life on earth? 

Darwin showed what else. He identified a forward-causation physical 

process that mimics the paradoxical appearance of backward causation 

or teleology. The trick is replication. A replicator is something that can 

make a copy of itself, with most of its traits duplicated in the copy, 

including the ability to replicate in turn. Consider two states of affairs, A 

and B. B can't cause A if A comes first. (Seeing weft can't cause an eye to 

have a clear lens.) 

has clear ^^ - sees 
lens well 
(A) (B) 

* , : 
i : i 
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But let's say that A causes B, and B in turn causes the protagonist of A to 
make a copy of itself—let's call it AA. AA looks just like A, so it appears 
as if B has caused A. But it hasn't; it has only caused AA, the copy of A. 
Suppose there are three animals, two with a cloudy lens, one with a clear 
lens. Having a clear lens (A) causes an eye to see well (B); seeing well 
causes the animal to reproduce by helping it avoid predators and find 
mates. The offspring (AA) have clear lenses and can see well, too. It 
looks as if the offspring have eyes so that they can see well (bad, teleolog-
ical, backward causation), but that's an illusion. The offspring have eyes 
because their parents' eyes did see well (good, ordinary, forward causa
tion). Their eyes look like their parents' eyes, so it's easy to mistake what 
happened for backward causation. 

has clear ^~ sees >» reproduces • has clear 
4 lens well lens 

/ (A) (B) (AA) 

/ __ has cloudy ^- sees 
•V lens badly 

V has cloudy • sees 
> lens badly 

There's more to an eye than a clear lens, but the special power of a 
replicator is that its copies can replicate, too. Consider what happens 
when the clear-lensed daughter of our hypothetical animal reproduces. 
Some of her offspring will have rounder eyeballs than others, and the 
round-eyed versions see better because the images are focused from cen
ter to edge. Better vision leads to better reproduction, and the next gen
eration has both clear lenses and round eyeballs. They, too, are 
replicators, and the sharper-visioned of their offspring are more likely to 
leave a new generation with sharp vision, and so on. In every generation, 
the traits that lead to good vision are disproportionately passed down 
to the next generation. That is why a late generation of replicators will 
have traits that seem to have been designed by an intelligent engineer 
(see figure on page 158). 

I have introduced Darwin's theory in an unorthodox way that high
lights its extraordinary contribution: explaining the appearance of design 
without a designer, using ordinary forward causation as it applies to repli
cators. The full story runs as follows. In the beginning was a replicator. 
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•• reproduces • has clear 
lens & 
round eyeball 

This molecule or crystal was a product not of natural selection but of the 
laws of physics and chemistry. (If it were a product of selection, we 
would have an infinite regress.) Replicators are wont to multiply, and a 
single one multiplying unchecked would fill the universe with its great-
great-great-. . .-great-grandcopies. But replicators use up materials to 
make their copies and energy to power the replication. The world is 
finite, so the replicators will compete for its resources. Because no copy
ing process is one hundred percent perfect, errors will crop up, and not 
all of the daughters will be exact duplicates. Most of the copying errors 
will be changes for the worse, causing a less efficient uptake of energy 
and materials or a slower rate or lower probability of replication. But by 
dumb luck a few errors will be changes for the better, and the replicators 
bearing them will proliferate over the generations. Their descendants 
will accumulate any subsequent errors that are changes for the better, 
including ones that assemble protective covers and supports, manipula
tors, catalysts for useful chemical reactions, and other features of what 
we call bodies. The resulting replicator with its apparently well-engi
neered body is what we call an organism. 

Natural selection is not the only process that changes organisms over 
time. But it is the only process that seemingly designs organisms 
over time. Dawkins stuck out his neck about extraterrestrial evolution 
because he reviewed every alternative to selection that has been pro
posed in the history of biology and showed that they are impotent to 
explain the signature of life, complex design. 

The folk theory that organisms respond to an urge to unfold into 
more complex and adaptive forms obviously won't do. The urge— 
and, more important, the power to achieve its ambitions—is a bit of 
magic that is left unexplained. 

The two principles that have come to be associated with Darwin's 
predecessor Jean Baptiste Lamarck—use and disuse, and the inheri-

has clear 
lens 
(AA) 

has clear -
lens& 
oval eyeball 

has clear — 
lens & 
oval eyeball 

has clear — 
lens & 
round eyeball 

sees 
well 

sees 
well 

sees • 
better 
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tance of acquired characteristics—are also not up to the job. The prob
lem goes beyond the many demonstrations that Lamarck was wrong in 
fact. (For example, if acquired traits really could be inherited, several 
hundred generations of circumcision should have caused Jewish boys 
today to be born without foreskins.) The deeper problem is that the the
ory would not be able to explain adaptive complexity even if it had turned 
out to be correct. First, using an organ does not, by itself, make the organ 
function better. The photons passing through a lens do not somehow 
wash it clear, and using a machine does not improve it but wears it out. 
Now, many parts of organisms do adjust adaptively to use: exercised 
muscle bulks up, rubbed skin thickens, sunlit skin darkens, rewarded 
acts increase and punished ones decrease. But these responses are 
themselves part of the evolved design of the organism, and we need to 
explain how they arose: no law of physics or chemistry makes rubbed 
things thicken or illuminated surfaces darken. The inheritance of 
acquired characteristics is even worse, for most acquired characteristics 
are cuts, scrapes, scars, decay, weathering, and other assaults by the piti
less world, not improvements. And even if a blow did lead to an improve
ment, it is mysterious how the size and shape of the helpful wound could 
be read off the affected flesh and encoded back into DNA instructions 
in the sperm or egg. 

Yet another failed theory is the one that invokes the macromutation: a 
mammoth copying error that begets a new kind of adapted organism in 
one fell swoop. The problem here is that the laws of probability astro
nomically militate against a large random copying error creating a com
plex functioning organ like the eye out of homogeneous flesh. Small 
random errors, in contrast, can make an organ a hit more like an eye, as 
in our example where an imaginable mutation might make a lens a tiny 
bit clearer or an eyeball a tiny bit rounder. Indeed, way before our sce
nario begins, a long sequence of small mutations must have accumulated 
to give the organism an eye at all. By looking at organisms with simpler 
eyes, Darwin reconstructed how that could have happened. A few muta
tions made a patch of skin cells light-sensitive, a few more made the 
underlying tissue opaque, others deepened it into a cup and then a 
spherical hollow. Subsequent mutations added a thin translucent cover, 
which subsequently was thickened into a lens, and so on. Each step 
offered a small improvement in vision. Each mutation was improbable, 
but not astronomically so. The entire sequence was not astronomically 
impossible because the mutations were not dealt all at once like a big gin 
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rummy hand; each beneficial mutation was added to a set of prior ones 
that had been selected over the eons. 

A fourth alternative is random genetic drift. Beneficial traits are bene
ficial only on average. Actual creatures suffer the slings and arrows of 
outrageous fortune. When the number of individuals in a generation is 
small enough, an advantageous trait can vanish if its bearers are unlucky, 
and a disadvantageous or neutral one can take over if its bearers are 
lucky. Genetic drift can, in principle, explain why a population has a sim
ple trait, like being dark or light, or an inconsequential trait,; like the 
sequence of DNA bases in a part of the chromosome that doesn't do any
thing. But because of its very randomness, random drift cannot explain 
the appearance of an improbable, useful trait like an ability to see or fly. 
The required organs need hundreds or thousands of parts to work, and 
the odds are astronomically stacked against the required genes accumu
lating by sheer chance. 

Dawkins' argument about extraterrestrial life is a timeless claim about 
the logic of evolutionary theories, about the power of an explanans to 
cause the explanandum. And indeed his argument works against two 
subsequent challenges. One is a variant of Lamarckism called directed or 
adaptive mutation. Wouldn't it be nice if an organism could react to an 
environmental challenge with a slew of new mutations, and not wasteful, 
random ones, but mutations for traits that would allow it to cope? Of 
course it would be nice, and that's the problem—chemistry has no sense 
of niceness. The DNA inside the testes and ovaries cannot peer outside 
and considerately mutate to make fur when it's cold and fins when it's 
wet and claws when there are trees around, or to put a lens in front of 
the retina as opposed to between the toes or inside the pancreas. That is 
why a cornerstone of evolutionary theory—indeed, a cornerstone of the 
scientific worldview—is that mutations are indifferent overall to the ben
efits they confer on the organism. They cannot be adaptive in general, 
though of course a tiny few can be adaptive by chance. The periodic 
announcements of discoveries of "adaptive mutations" inevitably turn 
out to be laboratory curiosities or artifacts. No mechanism short of a 
guardian angel can guide mutations to respond to organisms' needs in 
general, there being billions of kinds of organisms, each with thousands 
of needs. 

The other challenge comes from the fans of a new field called the 
theory of complexity. The theory looks for mathematical principles of 
order underlying many complex systems: galaxies, crystals, weather sys-
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terns, cells, organisms, brains, ecosystems, societies, and so on. Dozens 
of new books have applied these ideas to topics such as AIDS, urban 
decay, the Bosnian war, and, of course, the stock market. Stuart Kauff-
man, one of the movement's leaders, suggested that feats like self-organi
zation, order, stability, and coherence may be an "innate property of some 
complex systems." Evolution, he suggests, may be a "marriage of selec
tion and self-organization." 

Complexity theory raises interesting issues. Natural selection presup
poses that a replicator arose somehow, and complexity theory might help 
explain the "somehow." Complexity theory might also pitch in to explain 
other assumptions. Each body has to hang together long enough to func
tion rather than fly apart or melt into a puddle. And for evolution to hap
pen at all, mutations have to change a body enough to make a difference 
in its functioning but not so much as to bring it to a chaotic crash. If 
there are abstract principles that govern whether a web of interacting 
parts (molecules, genes, cells) has such properties, natural selection 
would have to work within those principles, just as it works within other 
constraints of physics and mathematics like the Pythagorean theorem 
and the law of gravitation. 

But many readers have gone much further and conclude that natural 
selection is now trivial or obsolete, or at best of unknown importance. 
(Incidentally, the pioneers of complexity theory themselves, such as 
Kauffman and Murray Gell-Mann, are appalled by that extrapolation.) 
This letter to the New York Times Book Review is a typical example: 

Thanks to recent advances in nonlinear dynamics, nonequilibrium ther
modynamics and other disciplines at the boundary between biology and 
physics, there is every reason to believe that the origin and evolution of 
life will eventually be placed on a firm scientific footing. As we approach 
the 21st century, those other two great 19th century prophets—Marx and 
Freud—have finally been deposed from their pedestals. It is high time 
we freed the evolutionary debate from the anachronistic and unscientific 
thrall of Darwin worship as well. 

The letter-writer must have reasoned as follows: complexity has 
always been treated as a fingerprint of natural selection, but now it can 
be explained by complexity theory; therefore natural selection is obso
lete. But the reasoning is based on a pun. The "complexity" that so 
impresses biologists is not just any old order or stability. Organisms are 
not just cohesive blobs or pretty spirals or orderly grids. They are 
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machines, and their "complexity" is functional, adaptive design: complex
ity in the service of accomplishing some interesting outcome. The diges
tive tract is not just patterned; it is patterned as a factory line for 
extracting nutrients from ingested tissues. No set of equations applicable 
to everything from galaxies to Bosnia can explain why teeth are found in 
the mouth rather than in the ear. And since organisms are collections of 
digestive tracts, eyes, and other systems organized to attain goals, general 
laws of complex systems will not suffice. Matter simply does not have an 
innate tendency to organize itself into broccoli, wombats, and ladybugs. 
Natural selection remains the only theory that explains how adaptive 
complexity, not just any old complexity, can arise, because it isf the only 
nonmiraculous, forward-direction theory in which how well something 
works plays a causal role in how it came to be. 

-Because there are no alternatives, we would almost have to accept nat
ural selection as the explanation of life on this planet even if there were 
no evidence for it. Thankfully, the evidence is overwhelming. I don't just 
mean evidence that life evolved (which is way beyond reasonable doubt, 
creationists notwithstanding), but that it evolved by natural selection. 
Darwin himself pointed to the power of selective breeding, a direct ana
logue of natural selection, in shaping organisms. For example, the differ
ences among dogs—Chihuahuas, greyhounds, Scotties, Saint Bernards, 
shar-peis—come from selective breeding of wolves for only a few thou
sand years. In breeding stations, laboratories, and seed company green
houses, artificial selection has produced catalogues of wonderful new 
organisms befitting Dr. Seuss. 

Natural selection is also readily observable in the wild. In a classic 
example, the white peppered moth gave way in nineteenth-century Man
chester to a dark mutant form after industrial soot covered the lichen on 
which the moth rested, making the white form conspicuous to birds. 
When air pollution laws lightened the lichen in the 1950s, the then-rare 
white form reasserted itself. There are many other examples, perhaps the 
most pleasing coming from the work of Peter and Rosemary Grant. Dar
win was inspired to the theory of natural selection in part by the thirteen 
species of finches on the Galapagos islands. They clearly were related to 
a species on the South American mainland, but differed from tlhem and 
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from one another. In particular, their beaks resembled different kinds of 
pliers: heavy-duty lineman's pliers, high-leverage diagonal pliers, straight 
needle-nose pliers, curved needle-nose pliers, and so on. Darwin eventu
ally reasoned that one kind of bird was blown to the islands and then dif
ferentiated into the thirteen species because of the demands of different 
ways of life on different parts of the islands, such as stripping bark from 
trees to get at insects, probing cactus flowers, or cracking tough seeds. 
But he despaired of ever seeing natural selection happen in real time: 
"We see nothing of these slow changes in progress, until the hand of 
time has marked the lapse of ages." The Grants painstakingly measured 
the size and toughness of the seeds in different parts of the Galapagos at 
different times of the year, the length of the finches' beaks, the time they 
took to crack the seeds, the numbers and ages of the finches in different 
parts of the islands, and so on—every variable relevant to natural selec
tion. Their measurements showed the beaks evolving to track changes in 
the availability of different kinds of seeds, a frame-by-frame analysis of 
the movie that Darwin could only imagine. Selection in action is even 
more dramatic among faster-breeding organisms, as the world is discov
ering to its peril in the case of pesticide-resistant insects, drug-resistant 
bacteria, and the AIDS virus in a single patient. 

And two of the prerequisites of natural selection—enough variation 
and enough time—are there for the having. Populations of naturally liv
ing organisms maintain an enormous reservoir of genetic variation that 
can serve as the raw material for natural selection. And life has had more 
than three billion years to evolve on earth, complex life a billion years, 
according to a recent estimate. In The Ascent of Man, Jacob Bronowski 
wrote: 

I remember as a young father tiptoeing to the cradle of my first daughter 
when she was four or five days old, and thinking, "These marvelous fin
gers, every joint so perfect, down to the fingernails. I could not have 
designed that detail in a million years." But of course it is exactly a mil
lion years that it took me, a million years that it took mankind . . . to 
reach its present stage of evolution. 

Finally, two kinds of formal modeling have shown that natural selec
tion can work. Mathematical proofs from population genetics show how 
genes combining according to Gregor Mendel's laws can change in fre
quency under the pressure of selection. These changes can occur 
impressively fast. If a mutant produces just 1 percent more offspring 



164 J HOW THE MIND WORKS 

than its rivals, it can increase its representation in a population from 0.1 
percent to 99.9 percent in just over four thousand generations, A hypo
thetical mouse subjected to a selection pressure for increased size that is 
so weak it cannot be measured could nonetheless evolve to the $ize of an 
elephant in only twelve thousand generations. 

More recently, computer simulations from the new field of Artificial 
Life have shown the power of natural selection to evolve organisms with 
complex adaptations. And what better demonstration than everyone's 
favorite example of a complex adaptation, the eye? The computer scien
tists Dan Nilsson and Susanne Pelger simulated a three-layer slab of vir
tual skin resembling a light-sensitive spot on a primitive organism. It was 
a simple sandwich made up of a layer of pigmented cells on the bottom, 
a layer of light-sensitive cells above it, and a layer of translucent cells 
forming a protective cover. The translucent cells could undergo random 
mutations of their refractive index: their ability to bend light, Which in 
real life often corresponds to density. All the cells could undergo small 
mutations affecting their size and thickness. In the simulation, the cells 
in the slab were allowed to mutate randomly, and after each round of 
mutation the program calculated the spatial resolution of an image pro
jected onto the slab by a nearby object. If a bout of mutations improved 
the resolution, the mutations were retained as the starting point for the 
next bout, as if the slab belonged to a lineage of organisms whose sur
vival depended on reacting to looming predators. As in real evolution, 
there was no master plan or project scheduling. The organism could not 
put up with a less effective detector in the short run even if its patience 
would have been rewarded by the best conceivable detector in the long 
run. Every change it retained had to be an improvement. 

Satisfyingly, the model evolved into a complex eye right on the com
puter screen. The slab indented and then deepened into a cup; the trans
parent layer thickened to fill the cup and bulged out to form a cornea. 
Inside the clear filling, a spherical lens with a higher refractive index 
emerged in just the right place, resembling in many subtle details the 
excellent optical design of a fish's eye. To estimate how long it would take 
in real time, rather than in computer time, for an eye to unfold, Nilsson 
and Pelger built in pessimistic assumptions about heritability, variation in 
the population, and the size of the selective advantage, and even forced 
the mutations to take place in only one part of the "eye" each generation. 
Nonetheless, the entire sequence in which flat skin became a complex 
eye took only four hundred thousand generations, a geological instant. 
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I have reviewed the modern case for the theory of natural selection 
because so many people are hostile to it. I don't mean fundamentalists 
from the Bible Belt, but professors at America's most distinguished uni
versities from coast to coast. Time and again I have heard the objections: 
the theory is circular, what good is half an eye, how can structure arise 
from random mutation, there hasn't been enough time, Gould has dis
proved it, complexity just emerges, physics will make it obsolete someday. 

People desperately want Darwinism to be wrong. Dennett's diagnosis 
in Darwin's Dangerous Idea is that natural selection implies there is no 
plan to the universe, including human nature. No doubt that is a reason, 
though another is that people who study the mind would rather not have 
to think about how it evolved because it would make a hash of cherished 
theories. Various scholars have claimed that the mind is innately 
equipped with fifty thousand concepts (including "carburetor" and 
"trombone"), that capacity limitations prevent the human brain from 
solving problems that are routinely solved by bees, that language is 
designed for beauty rather than for use, that tribal people kill their babies 
to protect the ecosystem from human overpopulation, that children har
bor an unconscious wish to copulate with their parents, and that people 
could just as easily be conditioned to enjoy the thought of their spouse 
being unfaithful as to be upset by the thought. When advised that these 
claims are evolutionarily improbable, they attack the theory of evolution 
rather than rethinking the claim. The efforts that academics have made 
to impugn Darwinism are truly remarkable. 

One claim is that reverse-engineering, the attempt to discover the 
functions of organs (which I am arguing should be done to the human 
mind), is a symptom of a disease called "adaptationism." Apparently if you 
believe that any aspect of an organism has a function, you absolutely must 
believe that every aspect has a function, that monkeys are brown to hide 
amongst the coconuts. The geneticist Richard Lewontin, for example, has 
defined adaptationism as "that approach to evolutionary studies which 
assumes without further proof that all aspects of the morphology, physiol
ogy and behavior of organisms are adaptive optimal solutions to prob
lems." Needless to say, there is no such madman. A sane person can 
believe that a complex organ is an adaptation, that is, a product of natural 
selection, while also believing that features of an organism that are not 
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complex organs are a product of drift or a by-product of some other adap
tation. Everyone acknowledges that the redness of blood was not selected 
for itself but is a by-product of selection for a molecule that carries oxy
gen, which just happens to be red. That does not imply that the lability of 
the eye to see could easily be a by-product of selection for something else. 

There also are no benighted fools who fail to realize that animals carry 
baggage from their evolutionary ancestors. Readers young enough to 
have had sex education or old enough to be reading articles about the 
prostate may have noticed that the seminal ducts in men do pot lead 
directly from the testicles to the penis but snake up into the body and 
pass over the ureter before coming back down. That is because the testes 
of our reptilian ancestors were inside their bodies. The bodies of mam
mals are too hot for the production of sperm, so the testes gradually 
descended into a scrotum. Like a gardener who snags a hose around a 
tree, natural selection did not have the foresight to plan the shortest 
route. Again, that does not mean that the entire eye could very well be 
useless phylogenetic baggage. 

Similarly, because adaptationists believe that the laws of physics are 
not enough to explain the design of animals, they are also imagined to be 
prohibited from ever appealing to the laws of physics to explain anything. 
A Darwin critic once defiantly asked me, "Why has no animal evolved 
the ability to disappear and instantly reappear elsewhere, or to turn into 
King Kong at will (great for frightening predators)?" I think it is fair to say 
that "not being able to turn into King Kong at will" and "being able to 
see" call for different kinds of explanations. 

Another accusation is that natural selection is a sterile exercise in 
after-the-fact storytelling. But if that were true, the history of biology 
would be a quagmire of effete speculation, with progress having to wait 
for today's enlightened anti-adaptationists. Quite the opposite has hap
pened. Mayr, the author of a definitive history of biology, wrote, 

The adaptationist question, "What is the function of a given structure or 
organ?" has been for centuries the basis of every advance in physiology. If 
it had not been for the adaptationist program, we probably would still not 
yet know the functions of thymus, spleen, pituitary, and pineal. Harvey's 
question "Why are there valves in the veins?" was a major stepping stone 
in his discovery of the circulation of blood. 

From the shape of an organism's body to the shape of its, protein 
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molecules, everything we have learned in biology has come from an 
understanding, implicit or explicit, that the organized complexity of an 
organism is in the service of its survival and reproduction. This includes 
what we have learned about the nonadaptive by-products, because they 
can be found only in the course of a search for the adaptations. It is the 
bald claim that a feature is a lucky product of drift or of some poorly 
understood dynamic that is untestable and post hoc. 

Often I have heard it said that animals are not well engineered after 
all. Natural selection is hobbled by shortsightedness, the dead hand of 
the past, and crippling constraints on what kinds of structures are biolog
ically and physically possible. Unlike a human engineer, selection is 
incapable of good design. Animals are clunking jalopies saddled with 
ancestral junk and occasionally blunder into barely serviceable solutions. 

People are so eager to believe this claim that they seldom think it 
through or check the facts. Where do we find this miraculous human 
engineer who is not constrained by availability of parts, manufacturing 
practicality, and the laws of physics? Of course, natural selection does 
not have the foresight of engineers, but that cuts both ways: it does not 
have their mental blocks, impoverished imagination, or conformity to 
bourgeois sensibilities and ruling-class interests, either. Guided only by 
what works, selection can home in on brilliant, creative solutions. For 
millennia, biologists have discovered to their astonishment and delight 
the ingenious contrivances of the living world: the biomechanical perfec
tion of cheetahs, the infrared pinhole cameras of snakes, the sonar of 
bats, the superglue of barnacles, the steel-strong silk of spiders, the 
dozens of grips of the human hand, the DNA repair machinery in all 
complex organisms. After all, entropy and more malevolent forces like 
predators and parasites are constantly gnawing at an organism's right to 
life and do not forgive slapdash engineering. 

And many of the examples of bad design in the animal kingdom turn 
out to be old spouses' tales. Take the remark in a book by a famous cogni
tive psychologist that natural selection has been powerless to eliminate 
the wings of any bird, which is why penguins are stuck with wings even 
though they cannot fly. Wrong twice. The moa had no trace of a wing, and 
penguins do use their wings to fly—under water. Michael French makes 
the point in his engineering textbook using a more famous example: 

It is an old joke that a camel is a horse designed by a committee, a joke 
which does grave injustice to a splendid creature and altogether too 



168 J HOW THE MIND WORKS 

much honour to the creative power of committees. For a camel is no 
chimera, no odd collection of bits, but an elegant design of the tightest 
unity. So far as we can judge, every part is contrived to suit the difficult 
role of the whole, a large herbivorous animal to live in harsh climates 
with much soft going, sparse vegetation and very sparse water. The speci
fication for a camel, if it were ever written down, would be a tough one in 
terms of range, fuel economy and adaptation to difficult terrains and 
extreme temperatures, and we must not be surprised that the design that 
meets it appears extreme. Nevertheless, every feature of the camel is of a 
piece: the large feet to diffuse load, the knobbly knees that derive from 
some of the design principles of Chapter 7 [bearings and pivots], the 
hump for storing food and the characteristic profile of the lips have a 
congruity that derives from function and invests the whole creation with 
a feeling of style and a certain bizarre elegance, borne out by the beauti
ful rhythms of its action at a gallop. 

Obviously, evolution is constrained by the legacies of ancestors and 
the kinds of machinery that can be grown out of protein. Birds could not 
have evolved propellers, even if that had been advantageous. But many 
claims of biological constraints are howlers. One cognitive scientist has 
opined that "many properties of organisms, like symmetry, for example, 
do not really have anything to do with specific selection but just with the 
ways in which things can exist in the physical world." In fact, most things 
that exist in the physical world are not symmetrical, for obvious reasons 
of probability: among all the possible arrangements of a volume of mat
ter, only a tiny fraction are symmetrical. Even in the living world, the 
molecules of life are asymmetrical, as are livers, hearts, stomachs, floun
ders, snails, lobsters, oak trees, and so on. Symmetry has everything to do 
with selection. Organisms that move in straight lines have bilaterally 
symmetrical external forms because otherwise they would go in circles. 
Symmetry is so improbable and difficult to achieve that any disease or 
defect can disrupt it, and many animals size up the health of prospective 
mates by checking for minute asymmetries. 

Gould has emphasized that natural selection has only limited 
freedom to alter basic body plans. Much of the plumbing, wiring, and 
architecture of the vertebrates, for example, has been unchanged for hun
dreds of millions of years. Presumably they come from embryological 
recipes that cannot easily be tinkered with. But the vertebrate body plan 
accommodates eels, cows, hummingbirds, aardvarks, ostriches, toads, 
gerbils, seahorses, giraffes, and blue whales. The similarities are impor-
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tant, but the differences are important, too! Developmental constraints 
only rule out broad classes of options. They cannot, by themselves, force 
a functioning organ to come into being. An embryological constraint like 
"Thou shalt grow wings" is an absurdity. The vast majority of hunks of 
animal flesh do not meet the stringent engineering demands of powered 
flight, so it is infinitesimally unlikely that the creeping and bumping cells 
in the microscopic layers of the developing embryo are obliged to align 
themselves into bones, skin, muscles, and feathers with just the right 
architecture to get the bird aloft—unless, of course, the developmental 
program had been shaped to bring about that outcome by the history of 
successes and failures of the whole body. 

Natural selection should not be pitted against developmental, genetic, 
or phylogenetic constraints, as if the more important one of them is, the 
less important the others are. Selection versus constraints is a phony 
dichotomy, as crippling to clear thinking as the dichotomy between 
innateness and learning. Selection can only select from alternatives that 
are growable as carbon-based living stuff, but in the absence of selection 
that stuff could just as easily grow into scar tissue, scum, tumors, warts, 
tissue cultures, and quivering amorphous protoplasm as into functioning 
organs. Thus selection and constraints are both important but are answers 
to different questions. The question "Why does this creature have such-
and-such an organ:*" by itself is meaningless. It can only be asked when 
followed by a compared-to-what phrase. Why do birds have wings (as 
opposed to propellers)? Because you can't grow a vertebrate with pro
pellers. Why do birds have wings (as opposed to forelegs or hands or 
stumps)? Because selection favored ancestors of birds that could fly. 

Another widespread misconception is that if an organ changed its 
function in the course of evolution, it did not evolve by natural selection. 
One discovery has been cited over and over in support of the misconcep
tion: the wings of insects were not originally used for locomotion. Like a 
friend-of-a-friend legend, that discovery has mutated in the retelling: 
wings evolved for something else but happened to be perfectly adapted 
for flight, and one day the insects just decided to fly with them; the evo
lution of insect wings refutes Darwin because they would have had to 
evolve gradually and half a wing is useless; the wings of birds were not 
originally used for locomotion (probably a misremembering of another 
fact, that the first feathers evolved not for flight but for insulation). All 
one has to do is say "the evolution of wings" and audiences will nod 
knowingly, completing the anti-adaptationist argument for themselves. 
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How can anyone say that any organ was selected for its current function? 
Maybe it evolved for something else and the animal is only using it for 
that function now, like the nose holding up spectacles and all that stuff 
about insect wings that everyone knows about (or was it bird wings?). 

Here is what you find when you check the facts. Many organs that we 
see today have maintained their original function. The eye was always an 
eye, from light-sensitive spot to image-focusing eyeball. Others changed 
their function. That is not a new discovery. Darwin gave many examples, 
such as the pectoral fins of fishes becoming the forelimbs of horses, the 
flippers of whales, the wings of birds, the digging claws of moles, and the 
arms of humans. In Darwin's day the similarities were powerful evidence 
for the fact of evolution, and they still are. Darwin also cited changes in 
function to explain the problem of "the incipient stages of useful struc
tures," perennially popular among creationists. How could a complex 
organ gradually evolve when only the final form is usable? Most often the 
premise of unusability is just wrong. For example, partial eyes have partial 
sight, which is better than no sight at all. But sometimes the answer is 
that before an organ was selected to assume its current form, it was 
adapted for something else and then went through an intermediate stage 
in which it accomplished both. The delicate chain of middle-ear bones in 
mammals (hammer, anvil, stirrup) began as parts of the jaw hinge of rep
tiles. Reptiles often sense vibrations by lowering their jaws to the ground. 
Certain bones served both as jaw hinges and as vibration transmitters. 
That set the stage for the bones to specialize more and more as sound 
transmitters, causing them to shrink and move into their current shape 
and role. Darwin called the earlier forms "pre-adaptations," though he 
stressed that evolution does not somehow anticipate next year's model. 

There is nothing mysterious about the evolution of birds' wings. Half 
a wing will not let you soar like an eagle, but it will let you glide or para
chute from trees (as many living animals do), and it will let you leap or 
take off in bursts while running, like a chicken trying to escape a farmer. 
Paleontologists disagree about which intermediate stage is best sup
ported by the fossil and aerodynamic evidence, but there is nothing here 
to give comfort to a creationist or a social scientist. 

The theory of the evolution of insect wings proposed by Joel King-
solver and Mimi Koehl, far from being a refutation of adaptationism, is 
one of its finest moments. Small cold-blooded animals like insects strug
gle to regulate their temperature. Their high ratio of surface area to vol
ume makes them heat up and cool down quickly. (That is why there are 
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no bugs outside in cold months; winter is the best insecticide.) Perhaps 
the incipient wings of insects first evolved as adjustable solar panels, 
which soak up the sun's energy when it is colder out and dissipate heat 
when it's warmer. Using thermodynamic and aerodynamic analyses, 
Kingsolver and Koehl showed that proto-wings too small for flight are 
effective heat exchangers. The larger they grow, the more effective they 
become at heat regulation, though they reach a point of diminishing 
returns. That point is in the range of sizes in which the panels could 
serve as effective wings. Beyond that point, they become more and more 
useful for flying as they grow larger and larger, up to their present size. 
Natural selection could have pushed for bigger wings throughout the 
range from no wings to current wings, with a gradual change of function 
in the middle sizes. 

So how did the work get garbled into the preposterous story that one 
day an ancient insect took off by flapping unmodified solar panels and 
the rest of them have been doing it ever since? Partly it is a misunder
standing of a term introduced by Gould, exaptation, which refers to the 
adaptation of an old organ to a new function (Darwin's "pre-adaptation") 
or the adaptation of a non-organ (bits of bone or tissue) to an organ with 
a function. Many readers have interpreted it as a new theory of evolution 
that has replaced adaptation and natural selection. It's not. Once again, 
complex design is the reason. Occasionally a machine designed for a 
complicated, improbable task can be pressed into service to do some
thing simpler. A book of cartoons called 101 Uses for a Dead Computer 
showed PCs being used as a paperweight, an aquarium, a boat anchor, 
and so on. The humor comes from the relegation of sophisticated tech
nology to a humble function that cruder devices can fulfill. But there will 
never be a book of cartoons called 101 Uses for a Dead Paperweight show
ing one being used as a computer. And so it is with exaptation in the liv
ing world. On engineering grounds, the odds are against an organ 
designed for one purpose being usable out of the box for some other pur
pose, unless the new purpose is quite simple. (And even then the ner
vous system of the animal must often be adapted for it to find and keep 
the new use.) If the new function is at all difficult to accomplish, natural 
selection must have revamped and retrofitted the part considerably as it 
did to give modern insects their wings. A housefly dodging a crazed 
human can decelerate from rapid flight, hover, turn in its own length, fly 
upside down, loop, roll, and land on the ceiling, all in less than a second. 
As an article entitled "The Mechanical Design of Insect Wings" notes, 
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"Subtle details of engineering and design, which no man-made airfoil 
can match, reveal how insect wings are remarkably adapted to the acro
batics of flight." The evolution of insect wings is an argument for natural 
selection, not against it. A change in selection pressure is not the same as 
no selection pressure. 

Complex design lies at the heart of all these arguments, and that 
offers a final excuse to dismiss Darwin. Isn't the whole idea a bit 
squishy? Since no one knows the number of kinds of possible organisms, 
how can anyone say that an infinitesimal fraction of them have eyes? 
Perhaps the idea is circular: the things one calls "adaptively complex" are 
just the things that one believes couldn't have evolved any other way 
than by natural selection. As Noam Chomsky wrote, 

So the thesis is that natural selection is the only physical explanation of 
design that fulfills a function. Taken literally, that cannot be true;. Take 
my physical design, including the property that I have positive mass. That 
fulfills some function—namely, it keeps me from drifting into outer 
space. Plainly, it has a physical explanation which has nothing to do with 
natural selection. The same is true of less trivial properties, which you 
can construct at will. So you can't mean what you say literally. I find it 
hard to impose an interpretation that doesn't turn it into the tautology 
that where systems have been selected to satisfy some function, then the 
process is selection. 

Claims about functional design, because they cannot be stated in 
exact numbers, do leave an opening for a skeptic, but a little! thought 
about the magnitudes involved closes it. Selection is not invoked to 
explain mere usefulness; it's invoked to explain improbable usefulness. 
The mass that keeps Chomsky from floating into outer space is not an 
improbable condition, no matter how you measure the probabilities. 
"Less trivial properties"—to pick an example at random, the vertebrate 
eye—are improbable conditions, no matter how you measure the proba
bilities. Take a dip net and scoop up objects from the solar system; go 
back to life on the planet a billion years ago and sample the organisms; 
take a collection of molecules and calculate all their physically possible 
configurations; divide the human body into a grid of one-inch cubes. 
Calculate the proportion of samples that have positive mass. Now calcu
late the proportion of samples that can form an optical image. There will 
be a statistically significant difference in the proportions, and itlneeds to 
be explained. I 
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At this point the critic can say that the criterion—seeing versus not 
seeing—is set a posteriori, after we know what animals can do, so the 
probability estimates are meaningless. They are like the infinitesimal 
probability that I would have been dealt whatever poker hand I hap
pened to have been dealt. Most hunks of matter cannot see, but then 
most hunks of matter cannot flern either, where I hereby define flern as 
the ability to have the exact size and shape and composition of the rock I 
just picked up. 

Recently I visited an exhibition on spiders at the Smithsonian. As I 
marveled at the Swiss-watch precision of the joints, the sewing-machine 
motions by which it drew silk from its spinnerets, the beauty and cun
ning of the web, I thought to myself, "How could anyone see this and not 
believe in natural selection!" At that moment a woman standing next to 
me exclaimed, "How could anyone see this and not believe in God!" We 
agreed a priori on the facts that need to be explained, though we dis
agreed about how to explain them. Well before Darwin, theologians such 
as William Paley pointed to the engineering marvels of nature as proof of 
the existence of God. Darwin did not invent the facts to be explained, 
only the explanation. 

But what, exactly, are we all so impressed by? Everyone might agree 
that the Orion constellation looks like a big guy with a belt, but that 
does not mean we need a special explanation of why stars align them
selves into guys with belts. But the intuition that eyes and spiders show 
"design" and that rocks and Orion don't can be unpacked into explicit 
criteria. There has to be a heterogeneous structure: the parts or aspects 
of an object are unpredictably different from one another. And there 
has to be a unity of function: the different parts are organized to cause 
the system to achieve some special effect—special because it is improb
able for objects lacking that structure, and special because it benefits 
someone or something. If you can't state the function more economi
cally than you can describe the structure, you don't have design. A lens 
is different from a diaphragm, which in turn is different from a pho-
topigment, and no unguided physical process would deposit the three 
in the same object, let alone align them perfectly. But they do have 
something in common—all are needed for high-fidelity image forma
tion—and that makes sense of why they are found together in an 
eye. For the flerning rock, in contrast, describing the structure and 
stating the function are one and the same. The notion of function adds 
nothing. 
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And most important, attributing adaptive complexity to natural 
selection is not just a recognition of design excellence, like the expen
sive appliances in the Museum of Modern Art. Natural selection is a 
falsifiable hypothesis about the origin of design and imposes onerous 
empirical requirements. Remember how it works: from competition 
among replicators. Anything that showed signs of design but did not 
come from a long line of replicators could not be explained by—in fact, 
would refute—the theory of natural selection: natural species that 
lacked reproductive organs, insects growing like crystals out of rocks, 
television sets on the moon, eyes spewing out of vents on the ocean 
floor, caves shaped like hotel rooms down to the details of hangers and 
ice buckets. Moreover, the beneficial functions all have to be in the ulti
mate service of reproduction. An organ can be designed for sieeing or 
eating or mating or nursing, but it had better not be designed for the 
beauty of nature, the harmony of the ecosystem, or instant self-destruc
tion. Finally, the beneficiary of the function has to be the replicator. 
Darwin pointed out that if horses had evolved saddles, his theory would 
immediately be falsified. 

Rumors and folklore notwithstanding, natural selection remains 
the heart of explanation in biology. Organisms can be understood only 
as interactions among adaptations, by-products of adaptations, and 
noise. The by-products and noise don't rule out the adaptations, nor 
do they leave us staring blankly, unable to tell them apart. It is exactly 
what makes organisms so fascinating—their improbable adaptive 
design—that calls for reverse-engineering them in the light of natural 
selection. The by-products and noise, because they are defined nega
tively as un-adaptations, also can be discovered only via reverse-engi
neering. 

This is no less true for human intelligence. The major faculties of the 
mind, with their feats no robot can duplicate, show the handiwork of 
selection. That does not mean that every aspect of the mind is adaptive. 
From low-level features like the sluggishness and noisiness of neurons, 
to momentous activities like art, music, religion, and dreams, we should 
expect to find activities of the mind that are not adaptations in the biolo
gists' sense. But it does mean that our understanding of how the mind 
works will be woefully incomplete or downright wrong unless it meshes 
with our understanding of how the mind evolved. That is the topic of the 
rest of the chapter. 






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































